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Preface 

The annual worldwide sales of cellular phones has exceeded S2.5B. With 4.5 mil­
lion customers, home satellite networks comprise a $2.5B industry. The global 
positioning system is expected to become a $5B market by the year 2000. In 
Europe, the sales of equipment and services for mobile communications will 
reach $30B by 1998. The statistics are overwhelming. 

The radio frequency (RF) and wireless market has suddenly expanded to 
unimaginable dimensions. Devices such as pagers, cellular and cordless phones, 
cable modems, and RF identification tags are rapidly penetrating all aspects of 
our lives, evolving from luxury items to indispensable tools. Semiconductor and 
system companies, small and large, analog and digital, have seen the statistics 
and are striving to capture their own market share by introducing various RF 
products. 

RF design is unique in that it draws upon many disciplines unrelated 
to integrated circuits (ICs). The RF knowledge base has grown for almost a 
century, creating a seemingly endless body of literature for the novice. 

This book deals with the analysis and design of RF integrated circuits 
and systems. Providing a systematic treatment of RF electronics in a tutorial 
language, the book begins with the necessary background knowledge from 
microwave and communication theory and leads the reader to the design of 
RF transceivers and circuits. The text emphasizes both architecture and circuit 
level issues with respect to monolithic implementation in VLSI technologies. 
The primary focus is on bipolar and CMOS design, but most of the concepts 
can be applied to other technologies as well. The reader is assumed to have a 
basic understanding of analog IC design and the theory of signals and systems. 

The book consists of nine chapters. Chapter 1 gives a general introduction, 
posing questions and providing motivation for subsequent chapters. Chapter 2 
describes basic concepts in RF and microwave design, emphasizing the effects 
of nonlinearity and noise. 

Chapters 3 and 4 take the reader to the communication system level, 
giving an overview of modulation, detection, multiple access techniques, and 
wireless standards. While initially appearing to be unnecessary, this material is 
in fact essential to the concurrent design of RF circuits and systems. 

Chapter 5 deals with transceiver architectures, presenting various receiver 
and transmitter topologies along with their merits and drawbacks. This chapter 

xiii 



xiv Preface 

also includes a number of case studies that exemplify the approaches taken in 
actual RF products. 

Chapters 6 through 9 address the design of RF building blocks: low-noise 
amplifiers and mixers, oscillators, frequency synthesizers, and power amplifiers, 
with particular attention to minimizing the number of off-chip components. An 
important goal of these chapters is to demonstrate how the system requirements 
define the parameters of the circuits and how the performance of each circuit 
impacts that of the overall transceiver. 

I have taught approximately 80% of the material in this book in a 4-unit 
graduate course at UCLA. Chapters 3,4,8, and 9 had to be shortened in a ten-
week quarter, but in a semester system they can be covered more thoroughly. 

Much of my RF design knowledge comes from interactions with col­
leagues. Helen Kim, Ting-Ping Liu. and Dan Avidor of Bell Laboratories, and 
David Su and Andrew Gzegorek of Hewlett-Packard Laboratories have con­
tributed to the material in this book in many ways. The text was also reviewed by 
a number of experts: Stefan Heinen (Siemens), Bart Jansen (Hewlett-Packard). 
Ting-Ping Liu (Bell Labs), John Long (University of Toronto), Tadao Nak-
agawa (NTT), Gitty Nasserbakht (Texas Instruments), Ted Rappaport (Vir­
ginia Tech), Tirdad Sowlati (Gennum), Trudy Stetzler (Bell Labs), David Su 
(Hewlett-Packard), and Rick Wesel (UCLA). In addition, a number of UCLA 
students, including Farbod Behbahani. Hooman Darabi, John Leete, and Ja­
cob Rael, "test drove" various chapters and provided useful feedback. I am 
indebted to all of the above for their kind assistance. 

I would also like to thank the staff at Prentice Hall, particularly Russ Hall. 
Maureen Diana, and Kerry Reardon for their support. 

Behzad Razavi 
Julv 1997 



INTRODUCTION TO RF 
AND WIRELESS 
TECHNOLOGY 

"This phone uses GFSK modulation in DECT-TDMArTDD with zero-IF I/Q 
detection," said the engineer. "How can we modify it to work with DCS1800 
as well?" asked the manager. "We would need to add a duplexer, at least 
one more LO with SSB mixing, and probably two SAW filters," replied the 
engineer . . . 

Telephones have gotten much more complicated than they used to be. So 
have RF circuits. The nonspecialist who uses a cellular phone (cellphone) to 
call home probably does not know that hundreds of scientists and engineers 
have worked for almost a century to make wireless technology affordable. Nor 
does he know that there is more computing power in the phone than in some 
of the early personal computers. 

Wireless technology came to existence when, in 1901, Guglielmo Marconi 
successfully transmitted radio signals across the Atlantic Ocean. The conse­
quences and prospects of this demonstration were simply overwhelming: the 
possibility of replacing telegraph and telephone communications with wave 
transmission through the "ether" portrayed an exciting future. However, while 
two-way wireless communication did materialize in military applications, wire­
less transmission in daily life remained limited to one-way radio and television 
broadcasting by large, expensive stations. Ordinary two-way phone conversa­
tions would still go over wires ior many decades. 

The invention of the transistor, the development of Shannon's informa­
tion theory, and the conception of the cellular system—all at Bell Laboratories— 
paved the way for affordable mobile communications, as originally imple­
mented in car phones and eventually realized in portable cellular phones. 

But why the sudden surge in wireless electronics? Market surveys show-
that in the United States more than 28,000 people join the cellular phone sys­
tem every day, motivating competitive manufacturers to provide phone sets 
with increasingly higher performance and lower cost. In fact, the present goal 



Chap. 1 Introduction to RF and Wireless Technology 

is to reduce both the power consumption and price of cellphones by 30% every 
year—although it is not clear for how long this rate can be sustained. A more 
glorious prospect, however, lies in the power of two-way wireless communica­
tion when it is introduced in other facets of our lives: home phones, computers, 
facsimile, and television. While an immediate objective of the wireless industry 
is to combine cordless and cellular phones so as to allow seamless communica­
tions virtually everywhere, the long-term plan is to produce an ""omnipotent" 
wireless terminal that can handle voice, data, and video as well as provide com­
puting power. Other luxury items such as the global positioning system (GPS) 
are also likely to become available through this terminal sometime in the future. 
Personal communication services (PCS) are almost here. 

1.1 COMPLEXITY COMPARISON 

To gain an early perspective on modern RF design, first consider the sys­
tem depicted in Fig. 1.1. a simple frequency modulation (FM) transceiver. In 
Fig. 1.1(a), Q] operates as both an oscillator and a frequency modulator; that 

(a) 

£T^ 
fcc 

(b) 

Figure 1.1 (a) FM transmitter, (b) FM receiver. 
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is. the audio signal produced by the microphone varies the bias voltage across 
the varactor diode D\. thereby modulating the frequency of oscillation. In the 
receive path, Q\ serves as both an oscillator and a demodulator, generating the 
audio signal at node X. The result is then amplified and applied to the speaker. 

Now consider the circuit of Fig. 1.2, the RF section of a cellphone [1]. This 
circuit is orders of magnitude more complex than the FM circuits of Fig. 1.1, 
and we will postpone its analysis until Chapter 5. Why have RF designers gone 
from the circuit of Fig. 1.1 to that of Fig. 1.2? What is the thought process behind 
this evolution? Is all of this complexity really necessary? These questions will 
be answered in Chapters 2 through 5 as we develop our understanding of RF 
communication systems and architecture and circuit design issues. 

1.2 DESIGN BOTTLENECK 

Today's pocket phones contain more than one million transistors, with only a 
small fraction operating in the RF range and the rest performing low-frequency 
"baseband" analog and digital signal processing (Fig. 1.3), In other words, the 
baseband section is, in terms of the number of devices, yet several orders of 
magnitude more complex than the circuit of Fig. 1.2. The definition of RF and 
baseband will become clear later, but here we note that the RF section is still 
the design bottleneck of the entire system. This is so for three reasons. 

RF 
Section 

Baseband 
Section 

Figure 1.3 RF and baseband processing in a transceiver. 

Multidisciplinan Field In contrast to other types of analog and mixed-
signal circuits, RF systems demand a good understanding of many areas that 
are not directly related to integrated circuits (ICs). Shown in Fig. 1.4. most of 
these areas have been studied extensively for more than half a century, making 
it difficult for an IC designer to acquire the necessary knowledge in a reasonable 
amount of time. Even at present, the literature pertaining to RF design appears 
in more than 30 journals and conferences. 

Owing to this issue, traditional wireless system design has been carried out 
at somewhat disjointed levels of abstraction: communication theorists create 
the modulation scheme and baseband signal processing; RF system experts plan 
the transceiver architecture: IC designers develop each of the building blocks: 
and manufacturers "glue" the ICs and other external components together. In 
fact, architectures are often planned according to the available off-the-shelf 
components, and ICs are designed to serve as many architectures as possible, 
leading to a great deal of redundancy at both system and circuit levels. 
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Figure 1.4 Disciplines required in RF design. 

As the industry moves toward higher integration and lower cost. RF and 
wireless design demands increasingly more "concurrent engineering.'" thereby 
requiring IC designers to have sufficient knowledge of all the disciplines shown 
in Fig. 1.4. 

RF Design Hexagon RF circuits must process analog signals with a wide 
dynamic range at high frequencies. It is interesting to note that the signals must 
be treated as analog even if the modulation is digital or the amplitude carries no 
information. (This will be clarified in later chapters.) The trade-offs involved 
in the design of such circuits can be summarized in the "RF design hexagon" 
shown in Fig. 1.5, where almost any two of the six parameters trade with each 
other to some extent. We will see these trade-offs in Chapters 6 to 9, but our 
observation here is that, while digital circuits directly benefit from advances in 
IC technologies, RF circuits do not as much. This issue is exacerbated by the fact 
that RF circuits often require external components—for example, inductors— 
that are difficult to bring onto the chip even in modern IC processes. 

Noise Power 

/ 
arity 

\ 

Linearity 
\ 

Freq 

/ 

Frequency 

Supply 
Voltage 

Gain 

Figure 1.5 RF design hexagon. 

Design Tools Computer-aided analysis and synthesis tools for RF ICs 
are still in their infancy, forcing the designer to rely on experience, intuition. 
or inefficient simulation techniques to predict the performance. For example, 
nonlinearity, time variance, and noise in RF circuits usually require studying 
the spectrum of signals, but the standard ac analysis available in SPICE uses 
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only linear, time-invariant models. Thus, circuits are simulated in the time 
domain so as to include nonlinear or time-variant effects, and the resulting 
waveforms are subsequently transformed to the frequency domain to obtain 
the spectrum. The difficulty is that the time-domain simulation must be run 
for a long period to resolve closely spaced frequency components. In addition, 
spectral averaging techniques may be necessary if random noise is used in the 
time-domain analysis. 

Another issue in simulating RF circuits relates to external components 
that cannot be modeled by typical devices in SPICE. For example, surface 
acoustic wave (SAW) filters, used in both the receive and the transmit paths, 
exhibit input and output impedances that can be characterized only by scat­
tering (S) parameters—essentially a table of numbers. Modeling such circuits 
with RLC networks provides a first-order approximation, but it may not predict 
effects such as instability and impedance mismatch. 

1.3 APPLICATIONS 

In addition to familiar wireless products such as pagers and cellular phones, RF 
technology has created many other markets that display a great potential for 
rapid growth, each presenting its own set of challenges to RF designers. 

WLANs Communication among people or pieces of equipment in a 
crowded area can be realized through a wireless local area network (WLAN). 
Using frequency bands around 900 MHz and 2.4 GHz. WLAN transceivers 
can provide mobile connectivity in offices, hospitals, factories, etc.. obviating 
the need for cumbersome wired networks. Portability and reconfigurability are 
prominent features of WLANs. 

GPS The use of GPS to determine one's location as well as obtain 
directions becomes attractive to the consumer market as the cost and power 
dissipation of GPS receivers drop. Operating in the L5-GHz range, such sys­
tems are under consideration by automobile manufacturers, but they may be 
available as low-cost hand-held products sometime in the near future. 

RF IDs RF identification systems, simply called "RF IDs." are small, 
low-cost tags that can be attached to objects or persons so as to track their 
position. Applications range from luggage in airports to troops in military 
operations. Low power consumption is especially critical here as the tag's 
lifetime may be determined by that of a single small battery. RF ID products 
in the 900-MHz and 2.4-GHz range have recently appeared in the market. 

Home Satellite Network The programs and services available through 
satellite television have attracted many consumers to home satellite networks. 
Operating in the l()-GHz range, these networks require the addition of a dish 
antenna and a receiver to a television set and directly compete with cable TV. 
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1.4 ANALOG AND DIGITAL SYSTEMS 

To gain a general, preliminary view of wireless transceivers, first consider the 
simple "analog" architecture shown in Fig. 1.6. In the transmit path, the signal 
generated by the microphone modulates a high-frequency carrier, and the re­
sult is amplified and "buffered" so as to drive the antenna. In the receive path, 
the signal is amplified by a low-noise amplifier (LNA), the spectrum is trans­
lated to a lower frequency by a "downconverter" (usually a mixer) to facilitate 
subsequent demodulation, and the demodulated output is amplified to drive 
the speaker. 

Power 
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T 
> 

"Y 
Carrier 

(a) 
Low-Noise 

\ 7 Amplifier 
Audio 

Amplifier 

£H Downconverter 

Carrier 

Demodulator 

(b) 

Figure 1.6 Block diagram of a generic analog RF system: (a) transmitter, 
(b) receiver. 

Now, consider the "digital" transceiver shown in Fig. 1.7. Here, the voice 
signal is first digitized by an analog-to-digital converter (ADC) and compressed 
to reduce the bit rate and hence the required bandwidth [Fig. 1.7(a)]. Next, the 
data undergoes "coding" and "interleaving" [2]. These two functions format 
the data such that the receiver can detect and minimize errors by performing 
the reverse operations. Since rectangular pulses are usually not optimum for 
modulation, the data is then "shaped" before it is applied to the modulator and 
the power amplifier (PA). In the receive path [Fig. 1.7(b)], the signal is ampli­
fied, downconverted, and digitized. Subsequently, demodulation, equalization, 
decoding and deinterleaving, and decompression are performed in the digital 
domain. The resulting data is then converted to analog form by a digital-to-
analog converter (DAC), amplified, and applied to the speaker. 
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Figure 1.7 Block diagram of a generic digital RF system: (a) transmitter, 
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In the simplest case, the performance of these transceivers can be quan­
tified in terms of the maximum distance across which they operate while pro­
viding satisfactory reception. This is determined by both the power delivered 
to the antenna and the sensitivity of the receiver, particularly the noise of the 
LNA.1 However, in a realistic environment, many different transceivers operate 
simultaneously, often in close proximity, thereby interfering with each other. 
Furthermore, the communication medium is quite complex: reflections from 
buildings and other obstacles can result in destructive interference at a given 
point, suppressing the received signal strength to undetectable levels. In such 
an environment, signal processing in the digital transceiver achieves a higher 
performance than that of the analog system. 

Looking at the two transceivers of Figs. 1.6 and 1.7, the reader may won­
der which parts are related to "RF electronics." As we will see in other chapters, 
the exact definition of RF depends on the system, but we tentatively consider 
the signal to be in the RF domain if it is analog and its spectrum is not centered 
around zero frequency. This indicates that in Fig. 1.6 all the building blocks ex­
cept for the audio amplifier are RF circuits. Similarly, in Fig. 1.7, the modulator. 
the PA. the LNA, and the downconverter operate in the RF range. Modern 
RF electronics, however, includes much more than the design of such building 
blocks. For example, the trade-offs at the system level must be carefully studied 
in each case [3, 4]. 

This book primarily deals with the design of RF integrated circuits, but. 
following the premise of Fig. 1.4, it provides the reader with background in 
other related areas as well. As will be seen throughout the book, RF ICs. RF 
architectures, and wireless systems are strongly coupled, and the reader will 
frequently need to utilize this background knowledge. 

1.5 CHOICE OF TECHNOLOGY 

The viable IC technology for RF circuits continues to change. Performance, 
cost, and time to market are three critical factors influencing the choice of 
technologies in the competitive RF industry. In addition, issues such as level of 
integration, form factor, and prior (successful) experience play an important 
role in the decisions made by the designers. 

At present, GaAs and silicon bipolar and BiCMOS technologies consti­
tute the major section of the RF market. Usually viewed as a low-yield, high-
power, high-cost option, GaAs field-effect and heterojunction devices nonethe­
less have maintained a strong presence in RF products [5], especially in power 
amplifiers and front-end switches. 

While GaAs processes offer useful features such as higher (breakdown 
voltage )(cutoff frequency) product, semi-insulating substrate, and high-qualitv 
inductors and capacitors, silicon devices in a VLSI technology can potentially 

The type of modulation is also an important factor, but we ignore it for the moment. 
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provide both higher levels of integration and lower overall cost, as demon­
strated in complex circuits such as frequency synthesizers. In fact, all building 
blocks of typical transceivers are available in silicon bipolar technologies from 
many manufacturers. 

The third contender is CMOS technology. Supported by the enormous 
momentum of the digital market, CMOS devices have achieved high transit fre­
quencies, e.g., tens of gigahertz in the 0.35-/xm generation. As we will see in this 
book, "RF CMOS" has suddenly become the topic of active research. CMOS 
technology must nevertheless resolve a number of practical issues: substrate 
coupling of signals that differ in amplitude by 100 dB, parameter variation with 
temperature and process, and device modeling for RF operation. 
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BASIC CONCEPTS 
IN RF DESIGN 

RF designers draw upon many concepts that originate from the theory of sig­
nals and systems. In this chapter, we describe these concepts and define the 
terminology used in RF electronics so as to prepare the reader for the material 
in the following chapters. 

Beginning with nonlinear systems, we describe effects such as harmonic 
distortion, gain compression, cross modulation, and intermodulation. We then 
briefly study intersymbol interference and Nyquist signaling, review random 
processes and noise, and introduce approaches to representing noise in circuits. 
Finally, we describe passive impedance transformation. 

2.1 NONLINEARITY AND TIME VARIANCE 

A system is linear if its output can be expressed as a linear combination (super­
position) of responses to individual inputs. More accurately, if for inputs JC] (/) 
and X2U) 

xi(t) -> yi(t), x2(t) -» y2(t), (2.1) 

where the arrow denotes the operation of the system, then 

axt(t) + bx2(i) -* ayi(t) + by2(t), (2.2) 

for all values of the constants a and b. Any system that does not satisfv this 
condition is nonlinear. Note that according to this definition, we consider a 
system nonlinear if it has nonzero initial conditions or finite "offsets." 

11 
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A system is time invariant if a time shift in its input results in the same 
time shift in its output. That is, if x(t) —> y(f), then x(t — r ) -> y(t — r), for 
all values of x. A system is time variant if it does not satisfy this condition. 

While nonlinearity and time variance are intuitively obvious concepts, 
they may be confused with each other in some cases. For example, consider 
the switching circuit shown in Fig. 2.1(a). The control terminal of the switch is 
driven by Uini(/) = ^1 cosa>\t and the input terminal by Vya(t) = A2CO$a>it. 
We assume the switch is on if i'ini > 0 and off otherwise. Is this system nonlinear 
or time variant? If. as shown in Fig. 2.1(b), the path of interest is from vm\ to 
f0ui< (while vl(l2 is part of the system and still equal to A2COSW2O. then the 
system is nonlinear because the control is only sensitive to the polarity of vm\, 
and time variant because vom also depends on V[ni- On the other hand, if, as 
shown in Fig. 2.1(c). the path of interest is from i'in2 to i;out (while Djnl is part 
of the system and still equal to A] cosoV), then the system is linear [Eq. (2.2)] 
but time variant. Thus, general statements such as "switches are nonlinear" are 
ambiguous. As we will see in Chapter 6, these distinctions are critical in the 
design of mixers. 

< / f o — f a V, out 

r in1 £ 
v, \n2( 

- oV , out 

Ci i (b) 

' in2( 

<f£ ^v, out 

" l 

V; in1\ 

(c) 

Figure 2.1 (a) Simple switching circuit, (b) nonlinear time-variant system. 
(c) linear time-variant system. 

Another interesting result of the above observation is that a linear system 
can generate frequency components that do not exist in the input signal. This 
is possible if the system is time variant, for example, Fig. 2.1(c). Since in this 
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circuit, i'out can be considered as the product of v-lTa and a square wave toggling 
between 0 and 1, the output spectrum is given by 

+ CC 

Vout(/) = Vlta(f) * J2 
sin(K7r/2) 

+oo 

= E 
n=—oc 

sin(rc7r/2) 

H7T 

n 

Vi 

-00 
(ITT 

in2 / -
&• 

(2.3) 

(2.4) 

where * denotes convolution, 8 (•) is the Dirac delta function, and 7) = 2nfa>\. 
Thus, the output consists of vertically scaled replicas of Vlxa(f) shifted by nj T\. 

A system is called "memoryless" if its output does not depend on the past 
values of its input. For a memoryless linear system, 

y{t) = ax(t), (2.5) 

where a is a function of time if the system is time variant [e.g., Fig. 2.1(c)]. For 
a memoryless nonlinear system, the input-output relationship can be approxi­
mated with a polynomial. 

y(t) = a0 + GfiJc(f) + a2x
2(t) + a3x

3(t) + (2.6) 

where a,- are in general functions of time if the system is time variant. Fig. 2.2(a) 
illustrates an example where the input signal is applied to the base of Q\ while 
Q2 and Q$ are periodically switched by means of a square wave. For ideal 
bipolar transistors, the circuit can be viewed as in Fig. 2.2(b) and 

UouttO = Us\ exp -
Vr 

R, (2.7) 

where I$\ represents the saturation current of Q\, Vj = kT/q, and s(t) is a 
square wave toggling between —1 and -f-1. 

'cc 

R R 

'out 

Jin 
'in H^»i 

i /? R 
'CC 

alJh JUT 

(a) (b) 
Figure 22 (a) Switching differential pair with tail current source driven by a 
signal, (b) equivalent circuit of (a). 



14 Chap. 2 Basic Concepts in RF Design 

The system described by (2.6) has "odd symmetry" if its response to — x(t) 
is the negative of that to x (/). This occurs if«/ = 0 for even j . A circuit having 
odd symmetry is called differential or "balanced." For example, the bipolar 
differential pair of Fig. 2.3 exhibits the following input-output characteristic: 

t'out = / ? / £ £ t a n h 

which is an odd function. 

2Vr 
(2.8) 

^out* 

(a) (b) 

Figure 2.3 Bipolar differential pair along with its input-output characteristic. 

A system is called "dynamic" if its output depends on the past values of 
its input(s) or output(s). For a linear, time-invariant, dynamic system, 

y(t) = h{t) *x(t), (2.9) 

where h(t) denotes the impulse response. If a dynamic system is linear but 
time variant, its impulse response depends on the time origin; if <5(r) —> h(t), 
then 8(t - r) ->• h(t. r ) . Thus, 

y(t) = h(t,x) * x{t). (2.10) 

Finally, if a system is both nonlinear and dynamic, then its impulse re­
sponse can be approximated with a Volterra series [1, 2]. a topic beyond the 
scope of this book. 

2.1.1 Effects of Nonlinearity 

While many analog and RF circuits can be approximated with a linear model 
to obtain their response to small signals, nonlinearities often lead to interesting 
and important phenomena. For simplicity, we limit our analysis to memoryless, 
time-variant systems and assume 

y(t) as aijc(/) + a2x
2(t) + a3x

J(t). (2.11) 
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The reader is cautioned, however, that the effect of storage elements and higher-
order nonlinear terms must be carefully examined to ensure (2.11) is a plausible 
representation. 

Harmonics If a sinusoid is applied to a nonlinear system, the output 
generally exhibits frequency components that are integer multiples of the input 
frequency. In Eq. (2.11), if x(t) = Acoswr.then 

v(n = aiAcoscot + a2A
2 cos2 cot + a:,A

3 cos31 (2.12) 

CI2A2 a?, A" 
- at] A cos cot + ——(1 — cos2cot) - ——(3 cos cot + coslcot) 

(2.13) 

a3A3 

cos 2cot -\ cos 3OJ1 . 
4 

(2.14) 

In Eq. (2.14), the term with the input frequency is called the "fundamental" 
and the higher-order terms the "harmonics." 

From the above expansion, we can make two observations. First, even-
order harmonics result from a.j with even j and vanish if the system has odd 
symmetry, i.e., if it is fully differential. In reality, however, mismatches corrupt 
the symmetry, yielding finite even-order harmonics. Second, in (2.14) the am­
plitude of the nth harmonic consists of a term proportional to A" and other 
terms proportional to higher powers of A. Neglecting the latter for small .4. 
we can assume the nth harmonic grows approximately in proportion to A". 

Gain Compression The small-signal gain of a circuit is usually obtained 
with the assumption that harmonics are negligible. For example, if in (2.14), 
a\A is much greater than all the other factors that contain A, then the small-
signal gain is equal to a\. This quantity can be seen in the familiar differential 
pair of Fig. 2.3 to be equal to 

(2.15) 
Win 2VT 

However, as the signal amplitude increases, the gain begins to vary. In fact, 
nonlinearity can be viewed as variation of the small-signal gain with the input 
level. This is evident from the term 3a$A3/4 added to a\A in (2.14). as well as 
the input-output characteristic shown in Fig. 2.3. 

In most circuits of interest, the output is a "compressive" or "saturating" 
function of the input; that is, the gain approaches zero for sufficiently high input 
levels. In (2.14) this occurs if <x3 < 0. Written a s a , -(- 3a 3A 2 /4 , the gain is 
therefore a decreasing function of A. In RF circuits, this effect is quantified by 
the "1-dB compression point," defined as the input signal level that causes the 
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small-signal gain to drop by 1 dB. If plotted on a log-log scale as a function of 
the input level, the output level falls below its ideal value by 1 dB at the 1-dB 
compression point (Fig. 2.4). 

20 log A ou t 

1 dB 

^1-dB 20 log Ain 

Figure 2.4 Definition of the l -dB compression point. 

To calculate the 1-dB compression point, we can write from (2.14) 

201oe|a t + - a 3 A?. d B | = 20logical - 1 dB. 
4 

That is, 

A, .H R = ./0.145I — 
<*3 

(2.16) 

(2.17) 

A measure of the maximum input range of the circuit, the 1-dB com­
pression point occurs around —20 to —25 dBm (63.2 to 35.6 mVpp in a 50-Q 
system) in typical front-end RF amplifiers. 

Desensitization and Blocking Circuits with compressive characteristics 
exhibit an interesting effect when they process a weak, desired signal along 
with a strong interferer. Since a large signal tends to reduce the "average" gain 
of the circuit, the weak signal may experience a vanishingly small gain. Called 
"desensitization," this effect can be analyzed for the characteristics of (2.11) by 
assuming x(/) = A\ cosco\t 4- A2 cosco2t. The output is 

- ( • 
>•(/) : [a\Ai + -Gf3A'i + -ct3AiA2 I cosa^r -

which, for A] <§C A2, reduces to 

(2.18) 

y(t) = Idfi + -a3Alj Alcoscoit + (2.19) 

Thus, the gain for the desired signal is equal to (oti + 3a^Al/2), a decreasing 
function of A2 if c*3 < 0. For sufficiently large A2, the gain drops to zero, and 
we say the signal is "blocked." In RF design, the term "blocking signal" usually 
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refers to interferers that desensitize a circuit even if the gain does not fall to 
zero. Many RF receivers must be able to withstand blocking signals 60 to 70 
dB greater than the wanted signal. 

Cross Modulation Another phenomenon that occurs when a weak sig­
nal and a strong interferer pass through a nonlinear system is the transfer of 
modulation (or noise) on the amplitude of the interferer to the amplitude ol the 
weak signal. Called "cross modulation." this effect is evident from Eq. (2.19), 
where variations in Aj affect the amplitude of the output component at co\. 
For example, if the amplitude of the interferer is modulated by a sinusoid 
A2O + m coscomt) cos ter , where m is the modulation index and less than 
unity, then (2.19) assumes the following form: 

,2 

y(t) 5 -, m~ m 
a^A\ + -a^AxAl I 1 + — + — cos2ajmf 

+ 2mcos,(Dmt COS (t)\t + (2.201 

Thus, the desired signal at the output contains amplitude modulation at com and 
2aim. 

A common case of cross modulation arises in amplifiers that must simul­
taneously process many independent signal channels, e.g., in cable television 
transmitters. Nonlinearities in the amplifier corrupt each signal with the am­
plitude variations in other channels. 

Tntermodulation While harmonic distortion is often used to describe 
nonlinearities of analog circuits, certain cases require other measures of non­
linear behavior. For example, suppose the nonhnearity of an active low-pass 
filter is to be evaluated. If, as depicted in Fig. 2.5. the input sinusoid frequencv is 
chosen such that its harmonics fall out of the passband. then the output distor­
tion appears quite small even if the input stage of the filter introduces substantial 
nonhnearity. Thus, another type of test is required here. Commonly used is 
the "intermodulation distortion" in a "two-tone" test. 

\H(JG>)\ 

Figure 2.5 Harmonic distortion in a low-pass filler. 

When two signals with different frequencies are applied to a nonlinar sys­
tem, the output in general exhibits some components that are not harmonics of 
the input frequencies. Called intermodulation (IM), this phenomenon arises 
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from "mixing" (multiplication) of the two signals when their sum is raised to a 
power greater than unity. To understand how Eq. (2.11) leads to intermodula-
tion, assume x(t) = A\ coso>i' + A2cosa)2t. Thus. 

y(t) = a\(A\ coscoit + A2cosa>>/) + or2(Ai cosa>ir + A2cosa>2ty 

+ a3(AiCOsaJi/ + A2cosa>2/)3. (2.21) 

Expanding the left side and discarding dc terms and harmonics, we obtain 
the following intermodulation products: 

a) = o>] ± &>2 : 

= 2a>\ ± o>2 

= 2ft>2 ± o>\ 

Qf2^iA2cos(a>i + u>2)t + of2AiA2cos(&Ji — ay>)t (2.22) 

3o^ArA2 . 3a^A?A2 : cos(2o»i + co2)t -\ cos(2tD1 — a)2)t 4 4 
(2.23) 

3a^A^Ai ~ia->,A\A\ 
: —— cos(2a>2 + o)\)t -\ =— cos(2w2 — coi)t 

(2.24) 

and these fundamental components 

(o = a>\, u>i 

+ 
( • 

. ( . 
3 3 \ 

A\ H—&iA\ -\—a.^A\A\ 1 cosov 

,A 2 -r - « 3 ^ 2 + -<*3A2A 
4 2 0 cosw2f. (2.25) 

Of particular interest arc the third-order IM products at 2a>\ — o>2 and 2co2 — co\, 
illustrated in Fig. 2.6. The key point here is that if the difference between a>\ 
and a>2 is small, the components at 2co\ — a>2 and 2co2 — a>\ appear in the 
vicinity of a>\ and o^, thus revealing nonlinearities even in cases such as the 
LPF of Fig. 2.5. In a typical two-tone test, A\ = A2 = A. and the ratio of the 
amplitude of the output third-order products to ct\A defines the IM distortion. 
For example, if c^ A = 1 V ^ . and 3«3A3/4 = 10 mVpp. then we say the IM 
components are at —40 dBc, where the letter "c" means "with respect to the 
carrier." 

A A A A 

co1 co2 m 
t t 

0)1 (02 CO 

2(0-|-(02 2C02-CO! 

Figure 2.6 Intermodulation in a nonlinear system. 
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Intermodulation is a troublesome effect in RF systems. As shown in 
Fig. 2.7, if a weak signal accompanied by two strong interferes experiences 
third-order nonlinearity, then one of the IM products falls in the band of in­
terest, corrupting the desired component. While operating on the amplitude 
of the signals, this effect degrades the performance even if the modulation is 
on the phase (because zero-crossing points are still affected.) Note that this 
phenomenon cannot be directly quantified by harmonic distortion. 

Interferers 

A 
A A Desired 

Channel 

Low-Noise 
Amplifier A 4 

/ 

CO CO 

Figure 2.7 Corruption of a signal due to intermodulation between two interferers. 

The corruption of signals due to third-order intermodulation of two nearby 
interferers is so common and so critical that a performance metric has been de­
fined to characterize this behavior. Called the "third intercept point" (IP?). 
this parameter is measured by a two-tone test in which A is chosen to be suf­
ficiently small so that higher-order nonlinear terms are negligible and the gain 
is relatively constant and equal to ax. From (2.23). (2.24), and (2.25), we note 
that as A increases, the fundamentals increase in proportion to A, whereas the 
third-order IM products increase in proportion to A3 [Fig. 2.8(a)]. Plotted on 
a logarithmic scale [Fig. 2.8(b)]. the magnitude of the IM products grows at 
three times the rate at which the main components increase. The third-order 
intercept point is defined to be at the intersection of the two lines. The hori­
zontal coordinate of this point is called the input I P$ (I I PT,), and the vertical 
coordinate is called the output IP^ (OI/*$). 

ii 20log(ai>») 
OIP 

Z< ^ 20log<Ja3>» ) 

HP3 20 log 4 

(a) (b) 

Figure 2.8 Growth of output components in an intermodulation test. 
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It is important to appreciate the advantage of / P3 over a simple IM mea­
surement. If the magnitude of IM products (normalized to that of the carrier) 
is used as a measure of linearity, then the input amplitude with which the test 
is performed must be specified. The third intercept point, on the other hand, is 
a unique quantity that by itself can serve as a means of comparing the linearity 
of different circuits. 

From the input-output characteristic of Eq. (2.11), we can derive a simple 
expression for IP}. Let x(t) = Acoswif + Acosa^/ . Then. 

y(t) = I C*i H Of3 A" I A COS (D\t + I (Xi H — o t } A I AcOSCDif 

+ -a-^A' cos(2ah — oii)t -\—ci}A~ cos(2a>7 — o)\)t + 
4 4 

(2.26) 

If ai ;§> 9«3 A2 /4. the input level for which the output components at a>\ and 
a>2 have the same amplitude as those at 2co\ — o>i and 2a>2 — co\ is given by 

3 •* 
\<*\\AiPi = -\a3\A

3
IP3. (2.27) 

Thus, the input / Pj is 

A/P3 = J .x l—I . (2-28) 

and the output I P$ is equal to a\Aipj,. 
The parameter / P} characterizes only third-order nonlinearities. In prac­

tice, if the input level is increased to reach the intercept point, the assumption 
ai ^> 90:3 A2 /4 no longer holds, the gain drops, and higher-order IM products 
become significant. In fact, in many circuits the / P3 is beyond the allowable 
input range, sometimes even higher than the supply voltage. Thus, the practical 
method of obtaining the /P3 is to measure the characteristic of Fig. 2.8(b) for 
small input amplitudes and use linear extrapolation on a logarithmic scale to 
find the intercept point. 

A quick method of measuring the / P3 is as follows. Let us denote the 
input level at each frequency by Atn, the amplitude of the output components 
at wi anda>2 by Aw\M2-> and the amplitude of the IM} products by A/^3- Then 
from (2.26), we have 

| 0 f l | A i n (2.29) 
A!m 3|c*3|A?n/4 

4 |a , | 1 

3|«3lA?n 

(2.30) 
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which, in conjunction with (2.28), reduces to 

A2 

*IP3 

K AfM3 

Consequently, 

20 log A^^a - 20logA /A/5 = 20 log A2-P3 - 20 log A? 

and 

(2.31) 

(232) 

1 
20 log AIP3 = r (20 log A, 20 log AIm) + 201ogAin. (2.33) 

Thus, if all the signal levels are expressed in dBm. the input third intercept point 
is equal to half the difference between the magnitudes of the fundamentals and 
the IM$ products at the output plus the corresponding input level [Fig. 2.9(a)]. 
The key point here is that I Pi, can be measured with only one input level, 
obviating the need for extrapolation. 

Main Signal 
Power 

OIP 

X~-£ 

i. 
COT CUj 

TAP 

to 

2 0 ^ - 0 ) 2 2to 2-coi 

IIP. 
AP\ dB 

3ldBm" 2 + P in dBm 

IM Power 

(a) 

20 log A in 

(b) 

Figure 2.9 (a) Calculation of / P-, without extrapolation, (b) graphical 
interpretation of (a). 

Shown in Fig. 2.9(b) is a geometric interpretation of the above relation­
ship. Since line L\ has a slope equal to unity and line L2 a slope equal to 3. 
an input increment AP/2 yields an equal increment in L\ and an increment 
equal to 3AP/2 in L2, reducing the difference between the two lines to zero. 

The above approach provides an estimate of IP3 in initial phases of 
the design or characterization. The actual value of IP3, however, must still 
be obtained through accurate extrapolation to ensure that all nonlinear and 
frequency-dependent effects are taken into account. 
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Another measurement method encountered in the literature is to apply 
a single tone, plot the third harmonic magnitude versus the input level, and 
obtain the intercept point by extrapolation. From the example of Fig. 2.5, we 
note that this technique does not yield a correct value for / P$. 

To gain a better feeling about the required linearity in typical RF systems, 
let us calculate the amount of corruption that a l - / iV r m j signal experiences by 
two l-mV r m j interferers in an amplifier having an / / P3 of 70 raVrfflJ (~ —10 
dBm) (Fig. 2.10). Neglecting desensiti/ation and cross modulation, we can 
write 

Asia,out A j n t , o u t /*t~M\ 

Lsig,in l in t , in 

where Aslg denotes the signal amplitude and Ajnt the interferer amplitude. It 
follows from (2.31) that 

'sie.out 
A • • ° s i 4 j , i n A2 

AIP3 

A-IM3, out A3 

^ i n t . i n 

where Asis,.in = 1 /A>,ni-, A//>? = 70 mV f m s . and Ainl. 
the ratio is equal to 4.9 % 13.8 dB. 

1 mV, 

(2.35) 

Thus. 

1 uV r m s 
A A' •1 mVr 

A A 
//P3=-10dBm 

031 C02 & C0-( co 2 

£ 
CO 

2c0i-w2 2co2~t0i 

Figure 2.10 Example of achievable SN R in the presence of large inlerferers. 

It is also instructive to find the relationship between the 1 -dB compression 
point and the input / Py for a third-order nonlinearity. From (2.17) and (2.28), 
we conclude that the two are related bv 

-dB V0.145 

> / F 3 V4/3 

-9.6 dB. 

(2.36) 

(2.37) 

2.1.2 Cascaded Nonlinear Stages 

Since in RF systems, signals are processed by cascaded stages, it is important to 
know how the nonlinearity of each stage is referred to the input of the cascade. 
In particular, it is desirable to calculate an overall input third intercept point in 
terms of the / P} and gain of the individual stages. 
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Consider two nonlinear stages in cascade (Fig. 2.11). If the input-output 
characteristics of the two stages are expressed, respectively, as 

yi(f) = <2,.v(0 + a2x
2(t) + a&?(t) 

yi(t) = £ivi(r) + &>f (') + fotfit), 

(2.38) 

(2.39) 

then 

Mt) = ft[<*i*(0 + <*ix\t) + a3x\r)] 

+ fc[a\x{t) - a2x
2(t) + a3x

3(t)]2 

+ &(«i*(f) + a2x
2(t) + a3x3(f))3. 

Considering only the first- and third-order terms, we have 

v2(0 = aifrx(t) + («3/8i + 2a!a2^2 + a3j83)*
3(*) + 

Thus, from (2.28) 

Aip3 = 
« i f t 

3 0130! + 2<*ia2& + ajf t 

(2.40) 

(2.41) 

(2.42) 

Interestingly, proper choice of the values and signs of the terms in the denomina­
tor can yield an arbitrarily high IPs. In practice, however, other considerations 
such as noise, gain, and active device characteristics may not permit this choice. 
As a worst-case estimate, we add the absolute values of the three terms in the 
denominator. 

x ( f ) y,(0 

Figure 2.11 Cascaded nonlinear stages. 

Equation (2.42) can be simplified if the two sides are inverted and squared: 

1 
'A2 
A1P3 

1 
A2 

\<*xp\\ 

3a2#> 
H — + m 

ai 
A2 

(2.43) 

(144) 

where A/ps,] and v4//>3,2 represent the input IP3 points of the first and second 
stages, respectively. Note that Aip^, A/P34, and Ajp^t2 are voltage quantities 
rather than power quantities. 
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From the above result, we note that as a\ increases, the overall / P3 de­
creases. This is because with higher gain in the first stage, the second stage 
senses larger input levels, thereby producing much greater / M3 products. (Re­
call that I M\ products grow with the third power of the input amplitude.) 

To gain more insight, we assume x(t) — A cosa>\t + A cosa^r and iden­
tify the various IM products. Referring to Fig. 2.12, we make the following 
observations. (1) The fundamental input components are amplified by approxi­
mately Gfi in the first stage and B\ in the second. Thus the output fundamentals 
are a\B\A(cosa)\t + cos te r ) . (2) The /A/3 products generated by the first 
stage, namely, (3^ / 4) A^[cos(2co\ — cojjt -fcos(2a>2 — cn\)t], are also amplified 
by /?i when they appear at the output of the second stage. (3) The second stage 
senses Qr[/\(cosdD]f + cosa>?f) at its input and hence generates these / A/3 prod­
ucts: (3&/4)(<*iA)3cos(2a>i -a>2)r + (3/J 3 /4)(aiA) 3cos(2w 2-w 1) / . (4) The 
second-order nonlinearity in y\ (f) generates components at u)\ — a>i, 2co-\, and 
2a>2. Upon experiencing a similar nonlinearity in the second stage, such com­
ponents are translated to 2o>\ — a>2 and 2o>2 — a»i. More specifically, as shown 
in Fig. 2.12, y2(t) contains terms such as 2B2[a\ A cosco\t -02A2 cos(&>i — co2)t] 
and 2/62(ofi A cos o)2t-0.5a2A

2 cos 2a>\ t). The resulting third-order IM products 
can be expressed as (3a\a2^2A3/2)[cos(2cni — o^t + cos(2a>? — co\)t}. 

From these observations, we can write 

V2(0 — Qt\fi\A(CO'iCO\t + COSW2O 

_ p + _ p + ' 2
2 ^ j AJ[cos(2a„ - a>z)t 

+ cos(2w2 - o>,)r] + • • •, (2.45) 

obtaining the same / A as above. 
In many RF systems, each stage in a cascade has a narrow frequency 

band. Thus, the components described in the fourth observation above fall out 
of the band and are heavily attenuated. Consequently, the second term on the 
right-hand side of (2.44) becomes negligible, giving 

1 1 a2 

+ - ^ - . (2-46) A2 A2 A2 

This equation readily gives a general expression for three or more stages: 

1 1 a2 a2B2 

7T- ^ 72 + T T ^ + -Tp- + • • ' . (2.47) 

where AJP^J denotes the input I Pi, of the third stage. Thus, if each stage in 
a cascade has a gain greater than unity, the nonlinearity of the latter stages 
becomes increasingly more critical because the / Py of each stage is effectively 

The spectrum of A cosatf consists of two impulses, each with a weight A/2. We drop the 
factor I /2 in the figures for simplicity. The end result is still correct. 
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Figure 2.12 Imermodulation mechanisms in cascade of two nonlinear stages. 

scaled down by the total gain preceding that stage. We should emphasize that 
(2.47) is merely an approximation. In practice, more precise calculations or 
simulations must be performed to predict the overall IP?,. 

2.2 INTERSYMBOL INTERFERENCE 

Linear time-invariant systems can also "distort'1 a signal if they do not have 
sufficient bandwidth. Attenuation of high-frequency components of a peri­
odic square wave in a low-pass filter is a familiar example of such behavior 
[Fig. 2.13(a)]. However, limited bandwidth has a more detrimental effect on 
random bit streams. To understand the issue, first recall that if a single ideal 
rectangular pulse is applied to a low-pass filter, the output exhibits an exponen­
tial tail that becomes more significant as the filter bandwidth decreases. Iliis 
occurs fundamentally because a signal cannot be both time limited and band­
width limited: when the time-limited pulse passes through the band-limited 
system, the output must extend to infinity in the time domain. 
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Figure 2.13 Response of a low-pass filter to (a) a periodic square wave, (b) a random 
sequence of ONEs and ZEROs. 

Now suppose the output of a digital system consists of a random sequence 
of ONEs and ZEROs, each ONE represented by an ideal rectangular pulse and 
each ZERO by the absence of such a pulse. If this sequence is applied to a low-
pass filter, the output can be obtained as the superposition of the responses to 
each input bit [Fig. 2.13(b)J. We note that each bit level is corrupted by decaying 
tails created by previous bits. Called "intersymbol interference" (ISI), this 
phenomenon leads to higher error rate in the detection of random waveforms 
that are transmitted through band-limited channels. 

The problem of ISI is particularly troublesome in wireless communica­
tions because the bandwidth allocated to each channel is fairly narrow. Methods 
of reducing ISI include pulse shaping ("Nyquist signaling") in the transmitter 
and "equalization" in the receiver. We briefly describe Nyquist signaling here 
and refer the reader to the extensive literature on equalization for ISI mitiga­
tion [3, 4]. 

In order to reduce ISI, the pulse shape can be chosen such that it is less 
susceptible to interference with its shifted replicas. In Nyquist signaling, each 
pulse is allowed to overlap with past and future pulses, but the shape is selected 
such that ISI is zero at certain points in time. Illustrated in Fig. 2.14, the idea 
is that all other pulses go through zero at the point when the present pulse 
reaches its peak. Thus, if the bit stream is sampled at t — kTs. no ISI exists. 

A simple calculation leads to a basic condition for Nyquist signals. For a 
pulse shape, p(r). to introduce zero ISI, we have 

p(kTs) = 1 if* = 1 

= 0 if* £ 0 
(2.48) 

(2.49) 
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Figure 2.14 Pulse shape with no ISI. 

Using a train of impulses to sample this pulse, we obtain 

p(t) -]Ts<f -kTs) = 5(f). 

Taking the Fourier transform of both sides, we have 

/>(/) ̂  £ s ( / - £ ) = i. 
That is. 

= 1. 

(2.50) 

(2.51) 

(2.52) 

Originally proposed by Nyquist and shown in Fig. 2.15, this result indicates that 
the shifted replicas of P(f) must add up to a flat spectrum. For example, a sine 
waveform satisfies this condition because its Fourier transform is a rectangular 
box. 

Figure 2.15 Nyquist's condition for the spectrum of a pulse shape 
chat gives no ISI. 

A sine pulse shape, however, introduces difficulties in the design of the 
system. The filter required to produce the rectangular spectrum becomes quite 
complex if a sharp cutoff is necessary. Furthermore, the substantial signal 
energy near the edge of the spectrum complicates the filtering requirements 
in both the transmit and receive paths. In addition, the sine waveform decays 
slowly with time, introducing considerable ISI in the presence of timing errors 
in the sampling command. 

A pulse shape often employed in Nyquist signaling is related to a "raised 
cosine" spectrum. Shown in Fig. 2.16. the time- and frequency-domain expres­
sions of this function are, respectively. 

sinfrt/Ts) cos(nat/Ts) 
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Figure 2.16 Raised-cosine pulse: (a) in time domain, (b) in frequency domain 
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1 + a 
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where 0 < or < 1 is the "rolloff factor. It is interesting to note that (1) p{t) 
decays faster than a sine function, (2) for a = 0, p(t) reduces to a sine function, 
and (3) P(f) is similar to a box spectrum but with smooth edges. 

The trade-off in the choice of a is between the decay rate in the time 
domain and the excess bandwidth (with respect to a box spectrum) in the fre­
quency domain. Typical values of a are between 0.3 and 0.5. 

Raised-cosine signaling can also be visualized as shown in Fig. 2.17. Here, 
each bit is represented by an impulse, and the data stream is applied to a filter 
whose transfer function is given by (2.54). From this point of view, the operation 
is called "raised-cosine filtering." 

As explained in Chapter 3, many applications incorporate a filter whose 
transfer function is equal to the square root of that in (2.54). 

2.3 RANDOM PROCESSES AND NOISE 

Random processes are an integral part of communications, used to represent 
both signals and noise. In this section, we provide a brief review of random 
processes and noise to the extent required for and in a language suited to RF 
design. The primary goal is to develop an intuitive understanding of these phe­
nomena and the relationships governing their behavior. The reader is assumed 
to be familiar with concepts such as random variables and probability density 
functions (PDFs). 
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Figure 2.17 Raised-cosine filtering. 

2.3.1 Random Processes 

The trouble with random processes is that they are random! Engineers who 
are used to dealing with well-defined, deterministic, "hard facts" often find 
the concept of randomness difficult to grasp, especially if it must be incorpo­
rated mathematically. To overcome this fear of randomness, we approach the 
problem from an intuitive angle. 

We consider a phenomenon random because we do not know or simply 
do not need to know everything about it. We characterize the process with 
only a few parameters and functions and solve most problems without an\ 
other information about the process. Experience shows that this approach is 
feasible and adequate in many applications, including RF design. In other 
words, we are fortunate that most random processes encountered in RF design 
lend themselves to relatively simple modeling. 

For our purposes, a random (actually a "stochastic") process can be de­
fined as "a family of time functions." If we measure the noise voltage across a 
resistor as a function of time today, the waveform is different from that mea­
sured tomorrow2 (Fig. 2.18). To know everything about the noise voltage, we 
would need to perform an infinite number of measurements, each one for an in­
finite length of time. Since a single waveform measurement in general does not 
provide adequate knowledge of the process, even simplest random processes 
extend in two dimensions; i.e.. they require a collection of measurements, hence 
the phrase "family of time functions." This is the principal difference between 
random and deterministic signals—and the primary source of confusion. In 
using an ordinary signal generator, we always consider the output a single 
predictable and well-defined waveform (except perhaps for the phase at the 
power-up time, which is usually unimportant). With a random signal, e.g.. the 

~ This should nol be confused with time variance in a system. 
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Figure 2.18 Noise viewed as a family of time functions. 

voice going through a phone line, we do not have this luxury and must resort 
to statistics obtained from multiple measurements. 

We must emphasize that the reason why the theory of random signals is 
useful and practical is that in most cases of interest such signals can be modeled 
with simple statistical functions that indicate, among other things, how much 
and how fast the amplitude varies with time. Furthermore, the statistical models 
can be used in conjunction with the familiar theory of deterministic signals and 
systems, often allowing us to momentarily forget about randomness and utilize 
more intuitive analysis techniques. 

How is a random process characterized? What aspects of its statistics are 
important? How are these aspects incorporated in system analysis? We answer 
these questions by first making some simplifying assumptions. 

Statistical Ensembles As mentioned above, full characterization of a 
(continuous-time) random signal, e.g., the noise voltage across a resistor, re­
quires a "doubly infinite" set: an infinite number of measurements, each for 
an infinite length of time (Fig. 2.18). Now suppose, rather than one resistor, 
we consider a very large number of identical resistors and measure their noise 
voltages simultaneously (still for a very long time). We would expect these two 
experiments to yield the same statistical results. The large set of resistor noise 
voltages is called an •ensemble," and each of the waveforms is called a "sample 
function." 

How do we measure the average value of the noise voltage of a resistor? 
Our familiar approach is to measure the noise, n(t), for a long time, T, and 
calculate the average (or dc component) as 

1 C+T^2 

< fi(t) > = lim - / n(t)dt. (2.55) 
r-voo T j-j/2 

This notion of dc component of a random signal is called the "time average." 
Another definition of the average value is based on simultaneous sam­

pling of all the waveforms in an ensemble (Fig. 2.19). Here, we compute the 
average by adding the sampled values and normalizing the sum to the number 
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Figure 2.19 Averaging over sample functions. 

of waveforms. Called the "ensemble average" or "statistical average.-' this type 
is formally defined as 

/

+CC 

n(t)Pn(n)dn, (156) 

•ce 
where Pn (n) is the probability density function of the process. 

From the above definitions arise two questions. First, is the time average 
measured today equal to that measured tomorrow? Not necessarily. A process 
whose statistical properties are invariant to a time shift is called "stationary" 
(more accurately "strict-sense stationary"). Thus, the concept of time average is 
useful for stationary processes, e.g.. noise voltage of a resistor held at a constant 
temperature. Fortunately, most of the random phenomena in RF systems can 
be considered stationary. 

The second question is: Is the time average of a stationary process equal 
to the ensemble average? Not always, but for most random processes of interest 
in this book, we can assume so. thus avoiding ensemble averages. 

The time and ensemble averages defined above are of first order. Higher-
order averages can also be defined. Of particular interest are second-order 
averages, for they represent the power of signals. In the time domain. 

i r+T/2 

< n
2{t) > = lim - / n2(t)dt, (2.57) 

r-»oo T J-T/2 
which is also called the "mean square" power (with respect to a l-Q resistor) 
if n 11) is a voltage quantity. The second-order ensemble average is 

/

+OC 

n2(t)Pn(n)dn. (2.58) 
X 

For our purposes, < n2(t) > = n2(t). 

Probability Density Function When considering a random signal in the 
time domain, we usually need to know how often its amplitude is between 
certain limits. For example, if a binary data sequence is corrupted by additive 
noise (Fig. 2.20), it is important to find the probability that a logical ONE is 
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interpreted as a ZERO and vice versa, that is, how often the noise amplitude 
exceeds half of the signal amplitude. The amplitude statistics of a random signal 
x(t) is characterized by the probability density function. Px(x), defined as 

Px(x)dx = probability of x < X < x - dx. (2.59) 

where X is the measured value of x{t) at some point in time. To estimate the 
PDF, we sample x(t) at many points (for many functions in the ensemble), 
construct bins of small width, choose the bin height equal to the number of 
samples whose value falls between the two edges of the bin, and normalize the 
bin heights to the total number of samples. Note that the PDF provides no 
information as to how fast the random signal varies in the time domain. 

I 

Figure 2.20 Binary signal corrupted by noise. 

An important example of PDFs is the Gaussian (or normal) distribution. 
The central limit theorem states that if many independent random processes 
with arbitrary PDFs are added, the PDF of the sum approaches a Gaussian 
distribution. It is therefore not surprising that many natural phenomena exhibit 
Gaussian statistics. For example, since the noise of a resistor results from 
random "walk." of a very large number of electrons, each having relatively 
independent statistics, the overall amplitude follows a Gaussian PDF 

The Gaussian PDF is defined as 

1 — (x — ni)2 

Px(x) = - ^ e x p — — , (2.60) 

where a and m are the standard deviation and mean of the distribution, re­
spectively. 

From the PDF of the amplitude of a random signal, we can also answer the 
following question: If a large number of samples are taken, what percentage 
will fall between x\ and *2? This is given by the area under Px(x) from ;t| to 
*2, and for a Gaussian PDF: 

-(x - m)2 

r— ^ H —^r~-
V2TT 2cr-

rx2 j 
P(x] < x < x2) = / — ^ = e x P — dx. (2.61) 

For finite x{ and xz. the integral on the right-hand side must be calculated 
numerically. A simpler version of this integral, called the error function, is 
tabulated in many references: 

1 fx -ir 
erf(.Y) = —= I exp du. (2.62) 

V27T Jo 2 



Sec. 2.3 Random Processes and Noise 33 

It is useful to remember that for a Gaussian distribution approximately 68% of 
the sampled values fall between m — a and m + a and 99% between m —3a 
and m + 3cr. 

Power Spectral Density Since our knowledge of random signals in the 
time domain is usually quite limited, it is often necessary to characterize such 
signals in the frequency domain as well. In fact, as we will see throughout 
this book, the frequency-domain behavior of random signals and noise proves 
much more useful in RF design than do their time-domain characteristics. 

For a deterministic signal x(t), the frequency information is embodied in 
the Fourier transform: 

X(f) = / x(r)cxp(-j2izft)dt. (2.63) 
J—pc 

While it may seem natural to use the same definition for random signals, we 
must note that the Fourier transform exists only for signals with finite energy,3 

/

+OC 

\x(t)\2dt < oo, (2.64) 

oc 
i.e.. only if |x(f)|2 drops rapidly enough as r —> oc. As shown in Fig. 2.21. this 
condition is violated by two classes of signals: periodic waveforms and random 
signals. In most cases, however, these waveforms have a finite power: 

1 f+T/2 

P = lim - / \x{t)\2dt < oo. (2.65) 
r-+oc T J-T/2 

For periodic signals with P < oc. the Fourier transform can still be defined 
by representing each component of the Fourier series with an impulse in the 
frequency domain. For random signals, on the other hand, this is generally not 
possible because a frequency impulse indicates the existence of a deterministic 
sinusoidal component. Another practical problem is that even if we somehow 
define a Fourier transform for a random (stationary or nonstationary) process, 
the result itself is also a random process [5]. 

WW 
wu/y^, 

Figure 2.21 Signals with infinite energy. 

The definition of energy can be visualized if x(t) is a voltage applied across a l-£2 resistor. 
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From the above discussion we infer that frequency-domain characteristics 
of random signals are embodied in a function different from a direct Fourier 
transform. The power spectral density (PSD) (also called the "spectral density" 
or simply the "spectrum") is such a function. Before giving a formal definition of 
PSD, we describe its meaning from an intuitive point of view [6]. The spectral 
density, Sx(f). of a random signal x(t) shows how much power the signal 
carries in a unit bandwidth around frequency / . As illustrated in Fig. 2.22, 
if we apply the signal to a bandpass filter with a 1-Hz bandwidth centered at 
/ and measure the average output power over a sufficiently long time (on the 
order of 1 s), we obtain an estimate of Sx ( / ' ) . If this measurement is performed 
for each value of / , the overall spectrum of the signal is obtained. This is in 
fact the principle of operation of spectrum analyzers.' 

Band-Pass 
Filters 

1 hi 

I 

z 

'1 f 

Power 
Meters 

H2> 
S ( f ) 

^> 

1 H 

I 

z 

fn f 

* @ 

Figure 2.22 Measurement of spectrum. 

The formal definition of the PSD is as follows [3]: 

Sx(f) = Jim \xT(f)\2 

T^oc T 

where 

XT( /) = f x 
Jo 

(t)exp(-j2jrft)dt. 

(2.66) 

(2.67) 

Building a low-loss BPF with 1-Hz bandwidth and a center frequency of. say, 1 GHz is im­
practical. ITius, actual spectrum analyzers both translate the spectrum to a lower center frequency 
and measure the power in a band wider than 1 Hz. 
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The definition can be understood with the aid of a corresponding computational 
algorithm (Fig. 2.23): (1) truncate x(t) to a relatively long interval [0. 7"]. (2) 
calculate the Fourier transform of the result and hence \X/ • ( / ) ! , (3) repeat 
steps 1 and 2 for many sample functions of x(t) (e.g., for many noise voltage 
waveforms measured across a resistor), and (4) take the average of all \Xj{f )\-

functions to arrive at \Xj(f)\2 and normalize the result to T. This algorithm 
proves useful in time-domain simulations incorporating random noise wave­
forms. 

x( f ) 

<$> 

0vtVW^^T •, o 
Figure 2.23 Algorithm for PSD estimation. 

Since Sx(f) is an even function of / for real x(t) [3], as depicted in 
Fig. 2.24(a) the total power carried by x(t) in the frequency range [f\ / ; ] is 
equal to 

' Sx(f)df + f ' SAfW = f ~2SAf)df. (2.68) 
J-h 

In fact, the right-hand side integral is the quantity measured by a spectrum 
analyzer; i.e., the negative-frequency part of the spectrum is folded around 
the vertical axis and is added to the positive -frequency pan [Fig. 2.24(b)], We 
call the representation of Fig. 2.24(a) the ••two-sided" spectrum and that of 
Fig. 2.24(b) the "one-sided" spectrum. 

Sx(f) 

-f-> - U 0 f-\ f2 f 0 f-\ f2 

(a) (b) 

Figure 2.24 (a) Two-sided and (b) one-sided spectra. 
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In graphical analysis of frequency-domain operations, it is generally sim­
pler to use a two-sided spectrum, whereas actual noise calculations are more 
easily carried out with a one-sided spectrum. Nevertheless, these two repre­
sentations bear no fundamental difference—though they can cause confusion. 

As an example of Sx(f), we consider the thermal noise voltage across a 
resistor of value R. The two-sided PSD is 

Sx(f) = 2kTR, (2.69) 

where k is the Boltzmanrj constant and equal to 1.38 x 10 - 2 3 J/K and T is the 
absolute temperature. Such a flat spectrum is called "white" because it contains 
the same level of power at all frequencies. 

Equation (2.69) raises two interesting questions. First, is the total noise 
power of a resistor [the area under Sx(f)] infinite? In reality. Sx(f) is flat for 
only | / | < 100 GHz. dropping beyond this frequency such that the total power 
remains finite [3J. Second, is the dimension of IkTR power per unit bandwidth 
(W/Hz)? No, the actual dimension is mean square voltage per unit bandwidth. 
We tacitly assume that this voltage is applied across a 1-Q resistor to generate 
a power of 2kTR in a 1-Hz bandwidth. In circuit noise calculations, we often 
write 

~VJ = AkTR A/ , (2.70) 

where V,2 is the mean square noise voltage generated by resistor R in a band­
width Af. Called the "spot noise" for Af = 1 Hz, V,2 is measured in V2/Hz. 

To summarize the concepts of PDF and PSD, we note that the former is 
a statistical indication of how often the amplitude of a random process falls 
in a given range of values while the latter shows how much power the signal 
is expected to contain in a small frequency interval. In general, the PDF and 
PSD bear no relationship: thermal noise has a Gaussian PDF and a white PSD, 
whereas flicker (1 / f ) noise has the same type of PDF but a PSD proportional 
tol/jf. 

Random Signals in Linear Systems The principal reason for defining the 
power spectral density function is that it allows many of the frequency-domain 
operations used with deterministic signals to be applied to random processes 
as well. It can be shown that if a signal with spectral density Sx(f) is applied 
to a linear time-invariant system with transfer function H(s) (Fig. 2.25), then 
the output spectrum is 

W ) = SAf)\H(f)\2, (2.71) 

where H(f) = His = jlizf) [3], This agrees with our intuition that the 
spectrum of the signal is shaped by the transfer function of the system. It can 
also be showrn that if x(t) is Gaussian, so is y(t) [3], 
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Figure 2.25 Noise shaping in a linear system. 

2.3.2 Noise 

Noise can be loosely defined as any random interference unrelated to the signal 
of interest.* This definition distinguishes between noise and deterministic phe­
nomena such as harmonic distortion and intermodulation. As other random 
processes, noise is characterized by a PDF and a PSD. 

Present in all circuits is thermal noise, generated by resistors, base and 
emitter resistance of bipolar devices, and channel resistance of MOSFETs 
[Fig. 2.26(a)]. The thermal noise of MOS devices is modeled as a current source 
connected between the drain and source with a PSD, 

11 =UTl-gm (2.72) 

0 
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Figure 2.26 (a) Thermal and (b) shot noise in devices. 

It is often said that if there were no noise, there would be no analog designers. 
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where gm is the transconductance of the transistor. Derived for long-channel 
devices [7], the factor 2/3 may need to be replaced with higher values for 
channel lengths below 1 jim [8]. Note that the distributed gate resistance of 
MOSFETs also contributes thermal noise [9], but the effect can be minimized 
through careful layout. 

In addition to thermal noise, active devices may exhibit shot and flicker 
noise as well. Shot noise is a Gaussian white process associated with the transfer 
of charge across an energy barrier (e.g., a pn junction) having a PSD 

2ql, (2.73) 

where q is the charge of an electron and / the average current. For a bipolar 
transistor, the collector and base current shot noise is modeled as a current 
source connected between the collector and emitter and another between the 
base and the emitter [Fig. 2.26(b)]. 

Flicker noise arises from random trapping of charge at the oxide-silicon 
interface of MOSFETs. Represented as a voltage source in series with the gate, 
the noise density is given by 

r n 
1 

WLCQX f 
(2.74) 

where K is a process-dependent constant. While the effect of flicker noise may 
seem negligible at high frequencies, we must note that nonlinearity or time 
variance in circuits such as mixers or oscillators can translate the 1//-shaped 
spectrum to the RF range (Chapters 6 and 7). 

Input-Referred Noise The noise of a two-port system can be modeled 
by two input noise generators: a series voltage source and a parallel current 
source (Fig. 2.27) [10]. In general, the correlation between the two sources 
must be taken into account. We use an example to illustrate the idea. Consider 
the circuit shown in Fig. 2.28(a), where we assume proper biasing ensures that 
M[ is in saturation and carries a drain current of / / j . This circuit has only one 
dominant source of thermal noise: that due to the channel and represented by 

I%D. For the model of Fig. 2.28(b), we calculate V* by shorting the input port 
and I* by leaving it open. Since the circuits of Figs. 2.28(a) and (b) must produce 

Figure 2.27 Representation of noise by input noise generators. 
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Figure 2.28 (a) MOS amplifier, (b) equivalent input noise generators. 

the same output noise in both cases, we have gfnV% = I*D and g^/,7|Z in |2 — 

l*D, where Zm denotes the input impedance of the circuit. Thus, for l*D = 

4AT(2g,„/3), we obtain V^ = SkT/(3gm) and 7J = 8kT/(3gm\Zin\
2). Since 

Vn and /„ represent the same noise mechanism, they are correlated. 

We note that if \Z-m\ —• EX), I* —• 0, and V,2 is sufficient to represent 
the noise. At radio frequencies, however. |Zjn | is relatively low (in some cases 

around 50 S2 by design), thereby necessitating the use of both V* and /,;. 
The key point in the above example is that even though the actual cir­

cuit may have no physical input noise current, the representation using input-
referred sources must include / 2 . 

Noise Figure In many analog circuits, the signal-to-noise ratio (SNR). 
defined as the ratio of the signal power to the total noise power, is an important 
parameter. In RF design, on the other hand, even though the ultimate goal is to 
maximize the SNR for the received and detected signal, most of the front-end 
receiver blocks are characterized in terms of their "noise figure" rather than the 
input-referred noise. This is partly for computational convenience and partly 
from tradition. 

Noise figure has been defined in a number of different ways. The most 
commonly accepted definition is 

. „ SNRin noise figure = •, (2.75) 
SNRaat 

where SN Rm and SNR0Ul are the signal-to-noise ratios measured at the input 
and output, respectively. Note that the above ratio is called the "noise factor" 
in most textbooks, with the term noise figure applied to 10 log1()(noise factor). 
We do not make this distinction here. 

It is important to understand the physical meaning of (2.75). Noise figure 
is a measure of how much the SNR degrades as the the signal passes through 
a system. If a system has no noise, then SNR0M = SNRin, regardless of the 
gain. This is because both the input signal and the input noise are amplified (or 
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attenuated) by the same factor and no additional noise is introduced. Therefore, 
the noise figure of a noiseless system is equal to unity. In reality, the finite noise 
of a system degrades the SNR. yielding NF > 1. 

Compared to input-referred noise, the definition of NF in (2.75) may 
seem rather complicated: it depends on not only the noise of the circuit under 
consideration but the SNR of the preceding stage. In fact, if the input signal 
contains no noise, SN Rm — oo and NF = oo, even though the circuit may 
have only a finite internal noise. For such a case, NF is not a meaningful 
parameter. In RF design, on the other hand, this does not occur because even 
the signal in the first stage of a receiver is corrupted by the noise due to the 
radiation resistance of the antenna. 

Calculation of the noise figure is generally simpler than (2.75) may sug­
gest. As depicted in Fig. 2.29. we assume SN R\n is the ratio of the input signal 
power to the noise generated by the source resistance, Rs, and modeled by 

V£s. If the voltage gain from Vm to the input port of the circuit (node P) is 
equal to a, the SNR measured at this node is 

a2V2 

SNR,„ = —=2=. (2.76) 

For a voltage gain of Av from P to Vout, the SNR measured at the output is 
equal to 

SNR0UX = - = v '" (2.77) 
[Vh + (Vn + InRs)2]0t2A\ 

V2 

(2.78) 
[Vh + (Vn + InRs)

2] 

where V„ and /„ R$ are added before squaring to account for their correlation. 
It follows that. 

Vl* + (V„ + InRS)
2 

NF = - ^ _ ? _ (2.79) 
V2 

VRS 

= 1 + <V-±±*>r. (2.80) 
VRS 

The NF is usually specified for a 1 -Hz bandwidth at a given frequency. Called 
the "spot" noise figure to emphasize the very small bandwidth, this quantity 
can be obtained from (2.80) as 

(V„ + fnRs)
2 

NF = ] + UTRs ' ( 2 8 1 ) 
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vir 

Noiseless 
Circuit 'out 

Figure 2.29 Calculation of noise figure. 

where Vn and /„ are also measured in unity bandwidth and at the same fre­
quency. 

Equation (2.81) indicates that the noise figure is a function of the source 
impedance. Rs. Tn general, knowledge of the NF for a given source impedance 
is not sufficient to calculate the NF for a different source impedance because re­
appears in both the numerator and the denominator of the fraction in (2.81). 
Tn traditional RF systems, however, most building blocks are designed so as to 
exhibit 50-Q input and output resistance6 (with negligible reactance), thereby 
avoiding ambiguity in NF calculation. As wre will see in Chapter 6, this issue 
still requires attention in certain cases. 

For simulation purposes, it is beneficial to write (2.81) as 

NF = 
4kTRs + (Vn + InRs)

2 

4kTR s 

A2[4kTRs + (Vn + InRs)i] 1 

A2 4kTR s 

n,out 1 

A2 4kTRs 

(2.82) 

(2.83) 

(2.84) 

where A — aAv and V^out represents the total noise at the output. Thus, to 
calculate N F in Fig. 2.29, we divide the total output noise power by the square 
of the voltage gain from Vjn to Vout and normalize the result to the noise of Rs. 

As an example of noise figure calculation, consider the single resistor. 
Rp, shown in Fig. 2.30(a). What is the noise figure of this circuit with respect 
to a source resistance Rs? From Fig. 2.30(b). the total output noise voltage is 
given by 

Kf.om = 4kT{Rs\\Rp). (2.85) 

and the gain is 

Av = 
R> 

Rs + Rp 
(2.86) 

In TV systems, the characteristic and termination impedances arc 75 Q. 
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It follows from (2.84) that 

NF = 4kT(Rs\\RP) 

Rs 
Kp 

(Rs + RP)2 1 

«2P 4kTRs 
(2.87) 

(2.88) 

Thus, the noise figure is minimized by maximizing Rp. Interestingly, the condi­
tion for minimum noise figure does not coincide with that for maximum power 
transfer (R$ = Rp). 

*V, out 

"n.out 

TOT 

(a) (b) 

Figure 2.30 (a) Calculation of noise figure of resistor Rp, (b) equivalent circuit 
of (a). 

As another example, let us compute the noise figure of the amplifier shown 
in Fig. 2.31(a). The circuit consists of a common-source stage and a feedback 
source follower so as to provide an input resistance equal to R$. Neglecting 
body effect, channel length modulation, parasitic capacitances, and the noise of 
/ ] , we utilize the equivalent circuit shown in Fig. 2.31(b) to calculate the total 
output noise. The condition Rm = Rs translates to 

Rs = 
l i 

gml 1 + gm\Ro 
(2.89) 

The noise current of Mi flows through Rs/2, generating an output noise voltage 
equal to (/„2^s/2)gmi/?D- The noise current of Rp and A/] is multiplied by 
the output resistance of the circuit, which for Rin = Rs reduces to 

Rn\rt — 
RD 

(1 + gmlRs). (2.90) 

The total output noise power is therefore equal to 

KT.out = 4 * ^ ( ^ , 1 * 1 -,lhRsSm\RD 

Ri 
+ (J*z> + # i ) - ^ a + gmiRs)2 (2.91) 
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Figure 231 (a) Feedback amplifier with input match, (b) noise equivalent circuit 
of (a). 

. 2 r>2 )2„2 D2 = kTRsg^Rj, + -kTg^Rjg^Rj, 

(AkT 8 \ R2
n 

* D 

Thus, the noise figure is 

V? 
iVF = «,out 

A* 4/:r/e5 

. 2 / 1 2 \ ( 1 + gm2Rsf 

= l + -gm2Rs + { - + -gml) &Rs 

subject to the condition gm2Rs = (1 + gmi^D)~] • 

(2.92) 

(2.93) 

(2.94) 

Noise Figure of Cascaded Stages For a cascade of stages, the overall 
noise figure can be obtained in terms of the NF and gain of each stage. Consider 
the system shown in Fig. 2.32, where input noise generators and input and 
output resistances of each stage are shown. Note that reactive components of 
the impedances are nulled and A,,] and A-& denote the unloaded voltage gain 
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VRS tfi 

Figure 2.32 Cascaded noisy stages. 

of the two stages. The total noise power at the input of the first stage can be 
written as 

V£h«J = [/«!(^l|/?inl) + Vnl 

A' inl 
• F + ^ s -

/?? nl 

ftfal + Rs' A,(/?inl + * s ) 2 

We also note that the total noise power at the input of the second stage is 

. (2.95) 

V2 _ V2 A2 ( ^ 2 V 
Vin2 — ^ / i . i n l ^ u l I r> , r> / 

InliRouilWRinl) + Vnl 
#in2 

A>in2 + R0u\\ 
(2.96) 

Thus, the total output noise power of the cascade equals A^V*i&Rfy'(RL + 

Roua)2- Since the total voltage gain from Vjn to Vout equals 

Av, 
Ri in] 

to! 
Rs + Rinl 

the overall noise figure is 

Av\ 
^in2 

^outl + R 
An 

R, 

in.' #cut2 + Rt 
(2.97) 

NFtot = J_A2 ( ** V V* 
2 vl \ r> , a 1 «.ir.2 

' t ' . tot \KL + KouMj 
AkTRs 

Using (2.95) and (2.96) and simplifying the result, we have 

NFtol = 

(2.98) 

4kTRS + UnlRS+ Vnl)2 

4kTRs 

{ (/„2*outl + Vnl)2 1 

Av\ ( R\. 

1 

\24kTRs 
(2.99) 

Rs + Rinl 

The first term on the right-hand side can be identified as the NF of the first stage 
with respect to a source impedance Rs- The second term, on the other hand, 
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is not as straightforward. In the special case where R$ — RM = RQUti = Rm2-
we have 

KTP A/IT (In2Rs + Vn2)2 -1
 m m 

NFlot = NF} + ^ ^ ^ (2.100) 
WF> - 1 

= NFt + \ , (2.101) 

where A'^2 is the noise figure of the second stage with respect to a source 
impedance Rs-

In the general case, we simplify (2.99) using the concept of '"available 
power gain." Ap. This type of gain is defined as the available power at the 
output (the power that the circuit would deliver to a conjugate-matched load) 
divided by the available source power (the power that the source would deliver 
to a conjugate-matched circuit.) The available output power of stage 1 in 
Fig. 2.32 is 

>~-*(j5T3c)^-4jb ,2102> 

and the available source power is 

V2 

» in 
source, a v — _ 

4/?5 

(2.103) 

Thus, 

Ap = ( *'"' )~Al* (2.104) 
\R$ + R\n\ J RQUW 

Noting that the noise figure of stage 2 with respect to a source impedance /?outI 

is 

A / c 1 . C«2#oml + V„2)
2
 n , „ c . 

4K1 /Cou,i 

we can write (2.99) as 

\r IT Ar r t ™ t2.Roul\ " ._ . , , . 

NFlot = NFLRS + , (2.106) 
AP 

where NFI.RS denotes the noise figure of stage 1 with respect to a source 
impedance Rs-

Similarly, for m stages, 
NF2 - 1 NFm - 1 

NFtol = 1 + {NFi - 1) + — f + • • • + -A , (2.107) 
Ap\ Ap\ • • • Ap(m-.\) 

where the NF of each stage is calculated with respect to the source impedance 
driving that stage. This is called the Friis equation [11]. Expressing the overall 
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noise figure in terms of the noise figure of each stage, this relation proves 
especially useful if a receiver employs various off-the-shelf building blocks that 
are characterized independently by manufacturers. 

The Friis equation indicates that the noise contributed by each stage de­
creases as the gain preceding the stage increases, implying that the first few 
stages in a cascade are the most critical. Conversely, if a stage exhibits atten­
uation (loss), then the noise figure of the following circuit is "amplified', when 
referred to the input of that stage. This occurs, for example, if a narrowband 
lossy filter is interposed between the antenna and the low noise amplifier in a 
receiver to reject out-of-band interferers (Chapter 5). 

Noise Figure of Lossy Circuits Passive filters used in RF receivers have 
a finite in-band loss. In addition to attenuating the desired signal, lossy circuits 
in general contribute noise as well, a fact that may not be obvious if we consider 
an ideal LC filter [Fig. 2.33(a)] as an example. Recall, however, that many RF 
circuits are required to have well-defined resistive input and output impedances 
for proper matching. For example, the filter placed between the antenna and 
the LNA can be viewed as depicted in Fig. 2.33(b). Our goal is to find the 
relationship between the noise figure and the loss of a passive circuit with 
resistive input and output impedances. 

vin°—W- ^v, out 

""? r-P « L "• out 

(a) (b) 

Figure 2.33 (a) LC attenuator, (b) lossy circuit matched at input and output. 

Consider a linear time-invariant passive reciprocal network as shown in 
Fig. 2.34(a) with real input and output impedance. It can be proved [5] that if 
the output resistance is Rout- then the noise Thevenin equivalent circuit is as 
depicted in Fig. 2.34(b). with the PSD of the voltage source given by 4kTRoul. 

Note that Rout and hence V£ generally depend on the source impedance, Rs-

* s ^ _ 

Passive 
Reciprocal 

Circuit 

•out 

3 
7out 

(a) (b) 

Figure 2.34 (a) Passive reciprocal network, (b) Thevenin noise model of (a). 
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Now consider the circuit of Fig. 2.35(a). In analogy with the concept of 
available power gain, we define the power loss L as P\nf Poyjii, where Pm is the 
available source power and Pout the available power at the output. To calculate 
the signal loss, the circuit can be modeled by the Thevenin equivalent shown in 
Fig. 2.35(b). Note that this circuit is the equivalent for the signaL whereas that 
in Fig. 2.34(b) is for the noise. Since Pm = Vr/ (4 Rs) and P0Ui — V/

7
2

w/(4/?OUI). 
we have 

^ o u t 

VTH Rs 
(2 .UIS . ) 

To compute the noise figure, we find the output noise voltage and the voltage 
gain. With a load /?/., Fig. 2.34(b) implies that 

R\ 
V„ ,-,.4 — '"T/C / / V o i i t 

°UX(RL + /?out)2 

The voltage gain from Vjn to Vow m Fig- 2.35(b) is 

VTH RL 

Thus, 

V " vin 

AkTR 

R 

out 

/. + 

V1 

in 

v TH 

RQU\ 

1 

4kTRs 

= L. 

(2.109) 

(2.110) 

(2.1Hi 

(2.112) 

We conclude that for a passive reciprocal network the noise figure is equal to 
the loss if the latter is defined as above. 

vir 

1 p 
Lossy 
Circuit 'out 

' i n 
1out 

-1 

RL "out 

(b) 

Figure 2.35 (a) Circuit for noise figure calculation, (b) equivalent circuit of (a). 
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To reinforce the above concepts, we calculate the overall noise figure 
of a lossy filter followed by a low-noise amplifier (Fig. 2.36). From the Friis 
equation, 

NFLNA - 1 
NFlol = NFm + 

= L + (NFLNA - 1)1 

= L • NFLNA, 

(2.113) 

(2.114) 

(2.115) 

where the noise figure of the LNA is calculated with respect to the output 
resistance of the filter. 

*g Filter LNA 'out 

Figure 236 Cascade of lossy filter and LNA 

2.4 SENSITIVITY AND DYNAMIC RANGE 

Sensitivity The sensitivity of an RF receiver is defined as the minimum 
signal level that the system can detect with acceptable signal-to-noise ratio. To 
calculate the sensitivity, we write 

SNRm 
NF = 

SNR. out 

P*JPRS 

(2.116) 

(2.117) 
SNRout 

where Psjg denotes the input signal power and PR$ the source resistance noise 
power, both per unit bandwidth. It follows that 

Aig = PRS • NF • SNRoul. (2.118) 

Since the overall signal power is distributed across the channel bandwidth, B, 
the two sides of (2.118) must be integrated over the bandwidth to obtain the 
total mean square power. Thus, for a flat channel, 

sig.tot = PRS • NF • SNR, out B. (2.119) 

Equation (2.119) predicts the sensitivity as the minimum input signal that 
yields a given value for the output SNR. Changing the notation slightly and 
expressing the quantities in dB or dBm, we have 

/VminldBm = ^sldBm/Hz + A^ldB + SN R^MB + lOlOgB, (2.120) 



Sec. 2.4 Sensitivity and Dynamic Range 49 

where Pjn.min is the minimum input level that achieves SNKmin and B is ex­
pressed in hertz. Note that (2.120) does not depend on the gain of the system. 

Assuming conjugate matching at the input, we obtain PRS as the noise 
power that Rs delivers to the receiver: 

AkTRs 1 pRS = —-~— (2.121) 
4 " i n 

= kT (2.122) 

= - 1 7 4 d B m / H z (2.123) 

at room temperature. We thus simplify (2.120) as 

Pm min = - 1 7 4 d B m / H z + NF + 10Iog£ + SNRmin. (2.124) 

Note that the sum of the first three terms is the total integrated noise of the 
system and is sometimes called the "noise floor." Since JVmin is a function of 
the bandwidth, a receiver may appear very sensitive simply because it employs 
a narrowband channel (but of course at the cost of low information rate.) 

Dynamic Range Dynamic range (DR) is generally defined as the ratio 
of the maximum input level that the circuit can tolerate to the minimum input 
level at which the circuit provides a reasonable signal quality. This definition is 
quantified in different applications differently. For example, in analog circuits 
such as op amps and analog-to-digital converters the dynamic range is defined 
as the ratio of the "full-scale" (FS) input level to the the input level for which 
SNR ~ 1. The full scale is typically the input level beyond which a hard 
saturation occurs and can be easily found by examining the circuit, and the 
minimum input level is determined by the noise floor. 

In RF design, on the other hand, the situation is more complicated. Con­
sider a simple common-source stage. How do we define the input full scale for 
such a circuit? It is possible to define the FS as the input voltage for which 
the transistor is at the edge of triode region. However, if a sinusoid with lull-
scale swing is applied to the circuit, the output exhibits substantial distortion. 
Also, the minimum signal must provide an SNR greater than unity, for example 
SNRmin in Eq. (2.120). For these reasons, we base the definition of the upper 
end of the dynamic range on the intermodulation behavior and the lower end 
on the sensitivity. Such a definition is called the "spurious-free dynamic ranee" 
(SFDR). 

The upper end of the dynamic range is defined as the maximum input 
level in a two-tone test for which the third-order IM products do not exceed 
the noise floor. Expressing all of the quantities in dBm, we can rewrite (2.33) 
as 

P — P "out - PlM.am n n . , 
niP3 = "in H , (2.125) 
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where PIM.UM denotes the power of IMj components at the output. Since 
Pou t = Pm-\-G and P/M.om — PiM,m + G, where G is the circuit's power gain 
in dB and PJMM is the input-referred level of the 1 M% products, we have 

P/7F3 = ^ + ^ " / / V / m (2-126) 

3P,n" PlM^. (2.127) 

and hence 

2 

Pin = 2 P " » + P » " " . (2.128) 

The input level for which the IM products become equal to the noise floor is 
thus given by 

2PIP^ + F 
/Vmax = — — ^ (2.129) 

where F = -174 dBm + NF + lOlogfi. 

The SFDR is the difference (in dB) between Pin.max and Pm,min-

2P//P3 + F 
SFDR = — — (F 4- SNR^n) (2.130) 

2(PHP3 - F) 
= ^ - ^ - 5 A ^ m i n . (2.131) 

For example, if a receiver with NF = 9 dB. PUPJ, — —15 dBm, and 
B = 200 kHz requires an SNRmin = 12 dB. then SFDR « 53 dB. 

The spurious-free dynamic range represents the maximum relative level 
of interferers that a receiver can tolerate while producing an acceptable signal 
quality from a small input level. 

2.5 PASSIVE IMPEDANCE TRANSFORMATION 

At radio frequencies, we often resort to passive circuits to transform imped­
ances—from high to low and vice versa or from complex to real and vice versa. 
While active devices may also seem a plausible choice for such operations, in 
some cases only passive components can achieve the required performance. 
For example, a 3-V power amplifier can deliver a maximum of P = 32/(2 x 
50) = 90 mW to a 50-Q, load. To increase the output power, a circuit must be 
interposed between the PA and the load so as to "amplify'" the voltage swings 
while requiring no higher supply voltage (Chapter 9). This is performed by 
passive matching circuits. 
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1 
51 

Co -»- ? "C 

T 
Figure 2.37 Equivalent series and parallel RC circuits. 

Before studying transformation techniques, let us consider the RC cir­
cuits of Fig. 2.37. The quality factor Q of the series combination, defined as 
the impedance of the capacitor divided by the resistor, is equal to \/{RSCSOJ). 

approaching infinity as R$ goes to zero. Similarly, the Q of the parallel combi­
nation is equal to RpCpco. If Q is relatively high (greater than approximately 
5) and the band of interest relatively narrow, then one network can be converted 
to the other. The two circuits are equivalent if 

R> 

RPCPS + 1 

RsCss + 1 

Css 

or, for s — jco, RpCp = \/{RsCs(o2) and RpCp -f- RsCs 
Assuming Rp ^> Rs, we have Cp «s Cs and 

(2.132) 

- RpCs = 0. 

R> 
} 

Rs(Ca>y 
(2.133) 

where C = Cp & Cs. Thus, the conversion changes the value of the resistance 
according to (2.133) while keeping the value of the capacitance nearly constant. 
We can also write Rp % Q2

sRs* where Q$ is the Q of the series network. 
Similar results can easily be derived for RL counterparts. 

Transformation of impedance can be accomplished by transformers. An 
ideal transformer with a turn ratio of m scales an impedance by a factor m2. In 
reality, however, high-frequency transformers exhibit loss, capacitive coupling 
between the primary and the secondary, and even unwanted resonances, thus 
complicating the design and requiring careful modeling. For this reason, we 
study other approaches to impedance transformation. 

Consider the network shown in Fig. 2.38(a), where the capacitive divider 
is utilized to transform Rp to a higher value. With the assumptions of high 
Q and narrow bandwidth, the parallel combination of Cp and Rp can be 
converted to the series circuit shown in Fig. 2.38(b), where Cs % Cp and 
Rs ^ l/[Rp(Cpco)2]. Combining C\ and Cs into Ceq,-we arrive at the circuit 
of Fig. 2.38(c), which can be converted to the parallel network of Fig. 2.38(d), 
mthCtat % CCp/iC^Cp) and Rtot % \/[Rs(Ceqco)2] = (l+CP/Ci)zRP. 
Thus, the capacitive divider "boosts" the value of Rp by a factor (1 + Cp / C\ )2 . 



52 Chap. 2 Basic Concepts in RF Design 

=?C, 

=?Cc 

=?C, eq 

i 
(a) (b) (c) (d) 

Figure 2 J8 Impedance transformation by means of a capacitive divider. 

Fig. 2.39(a) depicts a similar transformation circuit using inductive voltage 
division. For the equivalent circuit of Fig. 2.39(b), we have Llot w L\ + Lp 
and RtQt ~ (1 + Li/Lp)2Rp if the Q is high and the band of interest narrow. 

LP ^ f f p 
f-tot: 'tot 

(a) (b) 

Figure 2.39 Impedance transformation by means of an inductive divider. 

A network often employed to transform a resistance to a lower value is 
illustrated in Fig. 2.40(a). Converting Cp and Rp to the series combination 
shown in Fig. 2.40(b). we have Cs ^ Cp and Rs ~ l/[Rp(Cpco)2]. In the 
vicinity of resonance, L] and Cs resonate and the network is approximately 
equivalent to a resistor equal to l/(C2

pco2Rp). 

Li *.1 c s 

^-m-—it— 
c P i %R 

(a) (b) 

Figure 2.40 Transformation of a resistance to a lower value. 

We should note that the assumption of high Q is not always valid, par­
ticularly if on-chip inductors are used. Thus, the accuracy of the foregoing 
derivations must be checked in such cases. 
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3 

MODULATION 
AND DETECTION 

Analog and digital modulation and detection are essential functions in commu­
nication systems. While new methods of performing these functions continue 
to appear, certain schemes have matured over the years and are employed in 
many RF applications. 

This chapter deals with basic modulation and detection techniques used 
in today's RF transceivers, describing the merits and limitations of each method 
and emphasizing the implications in the design of RF ICs. Following a brief de­
scription of important aspects of modulation schemes, we review analog ampli­
tude, phase, and frequency modulation. Next, we study binary and quadrature 
digital modulation techniques, focusing on their role in RF communications. 
Finally, we describe the power efficiency of various modulation schemes and 
consider noncoherent detection. 

3.1 GENERAL CONSIDERATIONS 

The transmitted waveform in RF communications is usually a high-frequency 
carrier modulated by the original signal. Various reasons exist for modulation: 
(1) in wired systems, coaxial lines exhibit superior shielding at higher frequen­
cies; (2) in wireless systems, the antenna size should be a significant fraction of 
the wavelength to achieve a reasonable gain; (3) in most cases, the communica­
tion must occur in a certain part of the spectrum because of FCC regulations; 
and (4) in some applications, modulation allows simpler detection at the receive 
end in the presence of nonidealities in the communication channel. 

In the context of modulation, it is common practice to define two types 
of signals. A "baseband" signal is defined as one whose spectrum is nonzero 
in the vicinity of co = 0 and negligible elsewhere [1] [Fig. 3.1(a)]. for exam­
ple, the signal generated by a microphone or a video camera. A "passband" 
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Figure 3.1 
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(b) 
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(a) Baseband and (b) passband signals. 

signal1 is a waveform whose spectrum is nonzero in a band around a "carrier" 
frequency coc and negligible outside this band [1] [Fig. 3.1(b)]. While mathe­
matically imprecise, these definitions are adequate for our purposes because 
in RF design the signal bandwidths of interest are usually much less than ihe 
carrier frequencies. 

Modulation converts a baseband signal to a passband counterpart. From 
another point of view, modulation varies certain parameters of a carrier (e.g.. a 
sinusoid) according to the baseband signal. These two definitions are equivalent 
because a passband signal can always be expressed as 

x(t) = a(t)cos[coct + 9{t)], (3.1) 

where aij) and 9{t) are generally functions of time [1]. In other words, we 
begin with a periodic carrier signal A cos(wrr + 0) and vary its amplitude or 
phase to perform modulation. In (3.1), the argument a)ct + 9{t) is called the 
"total phase" and 9(t) the "excess phase." We also define the instantaneous fre­
quency as the time derivative of the phase: coc + dOjdt is the "total frequency" 
and d9/dt is the "excess frequency" or the "frequency deviation." Note that, 
depending on the modulation scheme, a baseband signal with bandwidth B 
may occupy a different bandwidth when converted to a passband waveform. 
This will be clarified later. 

The inverse of modulation is demodulation or detection, with the goal 
being to extract the original baseband signal with minimum noise, distortion. 
IS1, etc. Thus, as depicted in Fig. 3.2, a simple communication system con­
sists of a modulator/transmitter, a channel (e.g., air or coaxial cable), and a 

Transmitter Receiver 

Baseband 
Signal 

Modulator Channel Demodulator 
Detected 

Signal 

Figure 3.2 Simple communication system. 

The terip "bandpass" is also used. Passband is consistent with baseband and bandpass with 
low-pass. 
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receiver/detector. Since the overall performance depends on the design of 
both the modulator and the detector, modulation schemes are usually studied 
in conjunction with proper demodulators. We refer to the combination of the 
two as "modems." 

Important Aspects of Modems In analyzing the system shown in Fig. 3.2, 
the primary objective is to find the "quality" (e.g., SNR) of the output of the 
detector in the presence of attenuation and interference in the channel as well 
as noise at the input of the detector. For a given channel attenuation (also 
called "path loss") and transmitted power, the quality depends on the type of 
the modem. Thus, if the modem achieves higher tolerance of noise, then either 
the transmitted power can be reduced, providing longer "talk time" in portable 
devices, or a higher path loss can be accommodated, allowing communication 
over a longer distance. 

Another important property of modulation schemes is the required band­
width. Assuming a certain bandwidth for the baseband signal, we calculate 
that occupied by the modulated waveform in each case. Called the "spec­
tral efficiency," this criterion plays an important role in choosing a modem for 
limited-bandwidth applications such as wireless networks. 

The third attribute of modulation techniques that is of great concern in RF 
design is the "power efficiency." a reference to the type of power amplifier that 
can be used in the transmitter. As we will see later in this chapter, some mod­
ulated waveforms can be processed by means of nonlinear amplifiers without 
spectral spreading or loss of information whereas some others require linear 
amplifiers. Since nonlinear power amplifiers are generally more efficient than 
their linear counterparts (Chapter 9), it is desirable to employ a modulation 
scheme that lends itself to nonlinear amplification. 

In summary, the choice of modems is based on three important aspects: 
quality, spectral efficiency, and power efficiency. 

Additive White Gaussian Noise Channel In order to compare the "noise 
tolerance" of different receivers, we assume the transmitted signal power is 
constant and the received signal is corrupted by additive white Gaussian noise 
(AWGN) having a power spectral density equal to No/2 (Fig. 3.3). The AWGN 
assumption proves adequate in taking into account the inherent noise of the 
receiver. However, the noise introduced by adjacent interferers is generally 
not white and must be considered separately. Furthermore, the noise in some 
demodulators (e.g., envelope detectors) is multiplicative rather than additive. 

W 0 / 2 

_L 
0 f 

Figure 3.3 White spectrum assumed for additive Gaussian noise. 
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3.2 ANALOG MODULATION 

3.2.1 Amplitude Modulation 

For a baseband signal XBBU),
 a n amplitude-modulated (AM) waveform can 

be constructed by writing (3.1) as X^MU) — Ac[\ + mx B B (0] cos coct, where 
m is called the "modulation index." Illustrated in Fig. 3.4 is a method of gen­
erating an AM signal along with the corresponding waveforms and spectra: 
multiplication by coscoj simply translates the spectrum of XBB(0

 t o t n e D a n ^ 
around ±coc. Thus, the bandwidth of x AM(0 is twice that of XBB(.0- The signal 
Ac cos coct is generated by a "local oscillator" (LO). 

(a) 

I l \ r * I I I ^ pf> / i \ I / 1 \ » 
0 CO -C0C 0 C0C a) ^ - 0 ) c ° w c CO 

(b) 

Figure 3.4 Amplitude modulation in (a) time domain, (b) frequency domain. 

An AM signal can be demodulated using a multiplier and a low-pass filter. 
Depicted in Fig. 3.5(a), this technique translates the AM spectrum back to the 
baseband. Note that here the receiver must ensure the local oscillator generates 
the same frequency as the carrier frequency of XAM(0-

If the term 1 + mxsBiO remains positive for all /, then the envelope 
of the waveform shown in Fig. 3.4(a) does not cross zero, and a leaky peak 
detector can be used to demodulate the signal [Fig. 3.5(b)]. The simplicity of 
this circuit has made it the dominant choice in AM radios. 

»AM<0°-»-(%)-H LPF [— ° - M 

T 
coscocf 

(a) (b) 

Figure 3.5 AM detectors. 
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It can be shown that the SNR at the output of both detectors is 

A2m2xlR(t) 
SN«°« = - i 5 j ~ - (3-2) 

where x2
BB(t) and B denote the mean square value and bandwidth of XBBU), 

respectively [1]. In the case of an envelope detector. (3.2) actually holds only 
for sufficiently high SNR at the input, a reasonable assumption because the 
quality of reception is acceptable only if the SNR exceeds approximately 25 

dB. Note that the transmitted power is equal to A2
C[\ + m2.x2

BB(t)]/2. 
Except for broadcast radios and the sound in television, amplitude mod­

ulation finds limited use in today's wireless systems. This is because carrying 
information in the amplitude both makes the signal susceptible to noise and 
requires a highly linear power amplifier in the transmitter. 

3.2.2 Phase and Frequency Modulation 

Phase modulation (PM) and frequency modulation (FM) are important con­
cepts that are encountered not only within the context of modems but also in 
the analysis of such circuits as oscillators and frequency synthesizers. 

In Eq. (3.1), if a(t) is a constant, Ac, and the excess phase, 9(l), is linearly 
proportional to the baseband signal, we say the carrier is phase modulated, 
XPMO) = Accos[coct 4- mxBBti)]* where m is the phase modulation index. 
For example, if.Vfia(f) = at, then xp^it) = Accos(a)c+ma)t. indicating thai 
a ramp baseband waveform simply shifts the carrier frequency by a constant 
value. 

Similarly, if the excess frequency, clO/dt, is linearly proportional to the 
baseband signal, we say the carrier is frequency modulated. Xf^(t) = 
A( cos[<wcf + m f .Vfls(r \dt], where in is the frequency modulation index. 
For example, with a dc baseband signal, XBB(0 = A, we have XFM(t) = 
A(- cos(o), + mA )t. "rhus, a dc input to a frequency modulator shifts the car­
rier frequency by a constant value, a useful result in the context of voltage-
controlled oscillators (Chapter 7). 

Figure 3.6 shows a baseband signal and the corresponding phase- and 
frequency-modulated waveforms. Note that in general it is not possible to 
determine whether a waveform is FM or PM if the baseband signal is unknown. 
Also, the maximum frequency deviation is equal to mdxBBiO/dt in PM and 
mxBBif) ' n FM. 

The nonlinear dependence of xpw(t) and X/.MU) upon XBB(I) makes it 
difficult to calculate the bandwidth occupied by the modulated waveforms. We 
return to this problem later. 
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* B B < f > 

* P U ( 0 

Figure 3.6 Phase- and frequency-modulated waveforms corresponding to a 
square wave baseband signal. 

Analog FM is more widely used than analog PM, perhaps because it is 
easier to perform frequency modulation and demodulation. Figure 3.7 illus­
trates a simple frequency modulator, where the resonance frequency of an LC 
oscillator is varied in proportion to the baseband signal. The voltage-dependent 
capacitor required here is usually a reverse-biased varactor diode whose junc­
tion capacitance varies with XBB(0-

Voltage-Controlled 
Oscillator 

'BB (t)* 
'FM (t) 

Figure 3.7 Simple frequency modulator. 

Frequency demodulation can be performed, in principle, by any circuit 
whose transfer function is sensitive to frequency. For example, a high-pass filter 
i i.e.. a differentiator) generates an output swing proportional to the signal fre­
quency (Fig. 3.8), in essence converting FM to AM. For V[n(t) — Ac cos[o;rr + 
m f XBBiOdt]- the output can be approximated as the time derivative of the 
input: 

L W O ) ~ Ar/?iCi[ceJc. + mxBB(t)]s'm (JQC1 m f XBBiOdA . (3.3) 

Thus, if ojc+mxBB (0 always remains positive, an envelope detector can be used 
to recover XBB (0 - ' l is important to note that variations in the amplitude of v,n 

corrupt the demodulated waveform, thereby mandating the use of "limiters" 
before the differentiators. 
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o 

" i n * - | | - -oV, out 

Figure 3.8 Simple frequency demodulator. 

The nonlinear dependence of XFMU) upon XBBU) makes it difficult to 
calculate the bandwidth occupied by the modulated waveform. We first con­
sider a simple case called "narrowband FM,1' defined as a signal for which 
m J XBBU)dt « 1 rad. The FM waveform can then be approximated as 

XFMtNB(*) * Accos<wci - Acm(sin<M) / xBBit)dt. cnj. (3.4) 

Consequently, as shown in Fig. 3.9(a), the spectrum consists of the carrier and 
thai of f XBBiOdi translated to ±aj<r, indicating that the bandwidth of A- FM(?) 
is somewhat less than that of Xjna{t) of Fig. 3.4(a) because of the 1/s attenua­
tion resulting from integration. 

-co 

XBB{f) 

w 
c> 

(a) 

m CO 
CO 

< > 

* F M < ' > 

CO C CO 

XBB(f) 

T 1 T • e > i 

F M V " 

C0r : „ c ; co 
co c -co m C0c+C0m 

(b) 

Figure 3.9 Narrowband FM with (a) random and (b) sinusoidal modulation. 
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A special case of narrowband FM that proves quite useful is for a sinu­
soidal baseband signal, e.g., XBB(0 = Am cos co,„i. In this case, we have 

m 
XFM.NB(I) ~ AcQosu)rt — AmAt — sina>ct sina>mt (3.5) 

AmAcm 
= Ac cos a)ct — cos(a>c — com)t 

2co„, 

A„,Acm 
+ — cos(coc + co,„)r. (3.6) 

2(nm 

Illustrated in Fig. 3.9(b), the resulting spectrum consists of impulses at ±coc 

and "sidebands" at ±((Vc ± com). 

Equations (3.5) and (3.6) yield three important points. First, for the nar­
rowband FM assumption to hold, we must have mAm/com <$; 1 rad. Second. 
as com increases, the magnitude of the sidebands decreases; i.e., higher mod­
ulating frequencies have less weighting in the FM signal. Third, if XfM(t) = 
AcCOS[a>ct — (mAm/com) sinco„,t]. then the maximum frequency deviation is 
equal to m Am. Note that the spacing between the sidebands and the carrier is 
equal to a>m and has no relationship with the maximum frequency deviation. 

While a useful concept in many communication circuits, narrowband FM 
has limited application in modems because of its low SNR, an issue described 
below. As the next step toward a realistic case, we consider an FM signal with a 
sinusoidal baseband waveform, but without the restriction mAm/com <$C 1 rad. 
If.vsfl(f) = Amcoso)int, then Xf.-M(t) — Accos[coct — (mAm/a>m)$mct)mt]. 
This expression can be expanded as 

XFtoit) = Ac Y^ Jnifl)V3*t&c +ncom)t. (3.7) 
«=—oc 

where Jn(-} denotes the «th order Bessel function of the first kind and 8 = 
mAm/com. If 8 « : 1 rad (narrowband FM). then Jn(B) fa 1. J±](8) % ±0/2, 
and J„(8) fa 0 for |« | > 1. Thus, xFM(t) = Accoscort + (Ac6/2) cos(o> 
a)m )t — {Ac8/2) cos(ftjf—oj„,)f. the same result as that in (3.6). As 8 approaches 
and exceeds unity, the coefficients Jn{8) become significant for \n\ > 1, intro­
ducing components at o)v ± ncom. Shown in Fig. 3.10 are examples of the FM 
spectra for ft = 1 and ft = 2. More genera! cases of FM such as multiple-
frequency or Gaussian modulation are treated in [2]. 

An important conclusion to be drawn from the above analysis is that the 
bandwidth of FM signals depends on m, Am, and wm. In fact, if the bandwidth. 
Bfsf. is defined as that containing 98% of the signal power, then Bf. \/ fa 
2(8 + \)BBB, where BHn is the bandwidth of the baseband signal [1]. This is 
called Carson's rule. 
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Figure 3.10 FM spectra for two different values of £. 

In Eq. (3.6), we noted that as the frequency of the modulating signal in­
creases, the magnitude of the corresponding component in the FM waveform 
decreases. The FM demodulator thus compensates for this rolloff by intro­
ducing larger gain at higher frequencies, as can be seen in the differentiator 
of Fig. 3.8. However, this leads to amplification of noise at high frequencies, 
thereby degrading the overall SNR. For this reason, most FM transmitters shape 
the baseband spectrum by amplifying the high-frequency end ("preemphasis") 
(Fig. 3.11). In the receiver, the detected signal is applied to a low-pass filter 
to cancel the preemphasis ("deemphasis"), at the same time suppressing high-
frequency noise. This method does not usually increase the required bandwidth 
significantly if the original baseband spectrum has a low-pass shape. 

Detector 

(a) 

De-
emphasis 

(b) 

ztu 
0 00 

Figure 3.11 Preemphasis and deemphasis in FM, 
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For an FM detector without preemphasis and deemphasis, it can be shown 
that 

SJV flout 7 xiR(t) 
— = 6P2($ + 1) BB, \ (3.8) 

SNRln Vj 

where Vp is the peak value of A"sfl(f) [2]. With preemphasis and deemphasis. 

SN flout 

SNR-a 

= 2£2(/J + 1) [j\ f ^ i , (3.9) 

where B is the bandwidth of the baseband signal and f\ is the —3-dB corner 
frequency of the low-pass filter used in deemphasis. For typical applications. 
(3.9) yields a value 10 to 15 dB higher than (3.8) [1], In both cases, the perfor­
mance strongly depends on 0, revealing a trade-off between signal quality and 
bandwidth efficiency. 

The last attribute of FM systems to be considered is the power efficiency. 
Since an FM signal has a constant envelope and carries the information in 
the zero crossings, it can be processed by a nonlinear power amplifier with no 
corruption of the baseband signal or increase in the required bandwidth. Thus. 
FM signals are well suited to high-efficiency (inevitably nonlinear) PAs. 

3.3 DIGITAL MODULATION 

In "digital" RF systems, the carrier is modulated by a digital baseband signal. 
As explained in Chapter 4. digital modulation offers many advantages over 
analog modulation and is widely used in wireless systems. 

The digital counterparts of AM. PM. and FM, are called amplitude shift 
keying (ASK), phase shift keying (PSK). and frequency shift keying (FSK). 
respectively. Figure 3.12 illustrates examples of these waveforms for a binary 
baseband signal. In RF applications, PSK and FSK find wider usage than does 
ASK because of their lower sensitivity to amplitude noise. 

As mentioned in Section 3.1. analysis of a modem entails quantifying 
three parameters: signal quality, spectral efficiency, and power efficiency. The 
quality of digital signaling methods is expressed in terms of the bit error rate 
(BER). defined as the average number of erroneous bits observed at the output 
of the detector divided by the total number of bits received in a unit time. Thus, 
the goal is to calculate the probability of error in the presence of noise and other 
interferers. 
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ASK PSK 

(b) 

FSK 

(0 

Figure 3.12 {a) Amplitude, (b) phase, and (c) frequency shift keying. 

3.3.1 Basic Concepts 

Analysis of digital modems requires a number of conceptual tools that are not 
used in the more familiar analog modulation systems. We briefly review some 
of the essential concepts here. 

Binary and ;V/-ar\ Signaling A natural choice of the digital baseband 
signal is a binary waveform, which can be expressed as 

XBBit) = ^Kp(t - nTh). (3.10) 

where b„ is the bit value in the time interval \nTh, (n + 1)7},] and assumes one 
of two values, e.g.. 0 and 1 or — 1 and + 1 . For a rectangular pulse shape, the 
receiver may simply decide whether the (peak) value of the waveform is less 
or greater than a threshold to detect the bit value. 

In practice, it is sometimes advantageous to employ multilevel "digital" 
signals to modulate the carrier, usually because bandwidth requirements can 
be relaxed. Shown in Fig. 3.13 is an example where the original binary data 
stream is subdivided into groups of two bits, and each group is converted to 
one of four possible levels by means of a D/A converter. We note that the 
resulting waveform exhibits fewer transitions per unit time but requires higher 
amplitude resolution in the detector. Called " A/-ary" signaling, such a scheme 
can also be represented by (3.10) if bn assumes all of the discrete levels. To 
avoid confusion with the binary case, each transmitted level here is called a 
"symbol" rather than a bit. In Fig. 3.13, the "symbol rate" is one-half the 
original bit rate. 
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Binary 
Data 

4-Level 
Data 

i_r~L J L 
0 1 0 1 1 0 1 0 0 0 1 1 0 0 

00 00 

Figure 3.13 Four-level digital representation of a binary data stream. 

Basis Functions With the baseband signal described by (3.10), we now 
consider the representation of digitally modulated waveforms. As an example, 
the binary FSK signal of Fig. 3.12(c) can be written as 

XFSK(0 = Accosa>\t. \tb„ = 0, (3.11) 

— Accosa>2r. if bn = 1. (3.12) 

This indicates that every transmitted bit can be represented by an inner product. 

XFSKO) = Ofl0l(O + "202(0 (3- ,?> 

- [ofi or2] • [0 , (0 02(0] , (3.14.1 

where [ot\ 02] = [0 Ac] or [Ac 0], 0 t ( / ) = cosa>ir. and 02(0 = cosa>2f. In 
other words, xpsg(t) is expressed as a linear combination of two functions. 

The idea of representing a waveform as a linear combination of "basis 
functions" should be familiar from Fourier series: a function x(t) (with finite 
energy) can be written as 

00 •v. 
x(t) = 22 a„ cos ncot + / fr„ sinncot. (3.15) 

«=o « = 0 

over the interval t0 < t < r() + T, where a> = l/T. An important property of 
the Fourier series is the "orthogonality" of the basis functions, namely. 

f 
Jo 

f 
Jo 

f 
Jl) 

cos mot cos mojt — 0, 

cos nojt sin ma>t = 0, 

sin ncot sin mcot = 0, 

(3.16) 

(3.17) 

(3.18) 

for n ^ m. 
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With the above observations, we now state that each symbol in a digitally 
modulated waveform is represented by a linear combination of orthogonal basis 
functions,2 

*(/) = ori0i(r) 4- 0t2<h(t) + ••• + aN<piK(i). (3.19) 

where 

4>m(0<Pk(t)dt = 0 (3.20) 

for m ^ k and Ts is the symbol period. The number N is called the "dimen­
sion" of the set of basis functions. 

The reader may wonder about the motivation behind the foregoing de­
velopment. We justify this by two reasons. First, expressing waveforms as a 
linear combination of functions allows a unified treatment and fair compar­
ison of many seemingly different modulation schemes. Second, orthogonal 
basis functions form a "minimum set" for representing waveforms, and, more 
importantly, they can be used in optimum detection of signals. 

Signal Constellations For dimensions below 4, we can visualize the 
modulated waveforms in terms of the coefficients in their inner products. That 
is, in x(t) — [«! G-2 • • •] • [0i (0 <h.(t) • • •], we simply ignore the basis functions 
and plot all possible values of the vector [a\ a2 - - •] in cartesian coordinates. 
Thus, for the binary FSK signal of Fig. 3.12(c), we obtain the plot shown in 
Fig. 3.14(a). Called a "signal constellation" or a "signal space," such a plot 
proves valuable in understanding various effects in digital modems. 

a2± 
+AC 

+AC Ct, 0 +AC 

( a ) ( b i 

Figure 3.14 Signal constellations of (a) FSK, (b) ASK. 

0Ci 

The basis functions are usually normalized so as to have unit energy over T^,. but here we 
ignore this detail. 
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As another example, consider the binary ASK waveform of Fig. 3. L2( a). 
where the modulated signal corresponding to each bit is expressed as 

XASK(t) = A r cosoV- if£« = 1, (3.21) 

= 0, \ibn = 0. (3221 

Consequently, XASK(0 = <*i0i(O- where a\ assumes a value of 0 or Ar and 
<p\ (t) = cos coct. This scheme has one dimension, with the constellation shown 
in Fig. 3.14(b). 

An immediate application of signal constellations is in understanding the 
effect of noise upon detection of the received waveform. Suppose as shown 
in Fig. 3.15, a binary ASK signal is corrupted by some noise, n(t), and the 
result is applied to an envelope detector. The signal thus obtained resembles 
the original baseband waveform, but with substantial amplitude noise. There­
fore, an analog comparator with a threshold at midway between the expected 
high and low levels is added to sense the transitions and generate a less noisy 
output.3 

% % . 
— •••',>:: i-

0 +AC 0.1 

(a) (b) 

Figure 3.15 Effect of noise on (a) an ASK signal and (b) its constellation. 

What happens if the rms value of the noise is increased? If the noise 
amplitude is large enough, the output of the envelope detector occasionally 
crosses the threshold erroneously, producing an incorrect bit value at the output 
of the comparator. In other words, as the noise amplitude becomes comparable 
with half the difference between the high and low levels, the probability of error 
rises rapidly. 

To see the effect of noise on the constellation, we examine the levels at the 
output of the envelope detector for a long time, obtaining a "noise band" around 
each point [Fig. 3.15(b)]. A greater noise amplitude widens the variations of the 
detected level, thereby increasing the probability of error, whereas a greater 
difference between the two points (e.g., larger signal amplitude) decreases this 
probability. Thus, the cartesian distance between the points in a constellation 
is an indication of the robustness of the modulated signal to noise. In fact, the 
points with minimum distance have the most significant impact on the bit error 
rate. We also see intuitively that if the two levels in Fig. 3.15(b) occur with 
equal probability, then the decision threshold should be at Ac/2. 

J This detection technique is not optimum, but used here to illustrate a point. 
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As another example, consider the binary (orthogonal) FSK constellation 
of Fig. 3.14(a) in the presence of noise. The resulting signal space appears as 
shown in Fig. 3.16. As the noise power increases, the "clouds" extend beyond 
the decision boundary, thereby causing errors in the detector. 

a2 

+Ac 
Decision 
Boundary 

+A, a. 

Figure 3.16 Effect of noise on FSK constellation. 

Optimum Detection The manner in which the baseband signal is ex­
tracted from the modulated waveform has great impact on the overall per­
formance of the system, in particular the signal quality. Since the baseband 
signal is digital, the detector output must be sampled every bit period, Tb, to 
determine the received value. This is illustrated in Fig. 3.17. 

nit) Tb 

x{t) *e* Demodulator 
Baseband 

Data 

Figure 3.17 Signal detection by sampling. 

To understand the problem of optimum detection, we begin with the 
simple case depicted in Fig. 3.18. Suppose a single pulse (not necessarily mod­
ulated) is to be detected in the presence of additive noise. How should the pulse 
be shaped so as to maximize the signal-to-noise ratio at the sampling instant? 
We may surmise that if h(t) = 8(t) and the sampling is synchronized such that 
the peak value of the pulse is sensed, the output SNR is high [Fig. 3.19(a)]. 

nit) 
1 Filter 

xit) <E>~ hit) 

I 
Baseband 

Data 

Figure 3.18 Use of filler in detector. 

However, we can take advantage of the random nature of noise by per­
forming averaging in one bit period. Shown in Fig. 3.19(b) is an example where 
the input pulse is integrated from 0 to Tb and the sampling occurs at t = Tb-
In this case, noise components that vary significantly in a period of Tb tend to 
average out. 
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Figure 3.19 Detector with (a) sampling the peak value, (b) integration over one 
bit prior to sampling. 

The example of Fig. 3.19(b) leads us to the concept of "matched filter." It 
can be shown that for a pulse p(t) that is corrupted by additive whitenoise, there 
exists an optimum filter that maximizes the SNR at the sampling instant [1]. 
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Called a matched filter (Fig. 3.20), such a circuit has an impulse response given 
by h(t) — p*(Xb ~ ; ) . where the right-hand side is the conjugate of p(t) 
reversed in time and shifted to the right by Tt,. In most cases of interest, p(t) is 
real and h{t) = pi T>7 - t). Note that the magnitude of the Fourier transform 
of h(t) is equal to that of p(t). 

nit) Tb 

Matched Filter 1 
Baseband 

I 
(f)-^(+)-^ hit) Data 

h(t) = p*{Tb-t) 

Figure 3.20 Detection using matched filtering. 

To gain an intuitive feeling about matched filters, let us assume p(t) is a 
rectangular pulse as shown in Fig. 3.21. In the absence of noise, the filter output 
is equal to 

y(t) - p(t) * h(t) (3.23) 

/

+OC 

pit - T)h{T)dx. (3.24) 

-OP 

that is, a triangular pulse with a maximum value at I = 7)>. We note that the 
impulse response is that of an integrator (with the output •'dumped'1 at t — T(,.) 
This confirms our earlier conviction about averaging the noise. 

If the input to a matched filter consists of a pulse pit) and additive white 
noise with power density N0/2, then the maximum SNR is equal to [1] 

SNRmax = —£ (3.25) 
Wo 

where 
'+00 

\p\na 

-00 • L 
EP = / \p{t)Vdt. (3.26) 

We say Ep is the energy of the signal. If p(t) is a voltage quantity, Ep is the 
energy dissipated in a 1-Q resistor driven by pit). Equation (3.25) yields two 
interesting results. First, 5N/?m a x depends on the energy of the pulse but not 
its shape. Second, SNRmax does not depend on the bandwidth occupied by the 
pulse or the matched filter. 
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Figure 3.21 Optimum detection of a rectangular pulse. 

With the above development, we are now ready to study the optimum 
detection of modulated signals. We first recognize that if the input waveform 
corresponding to a bit is a real function, pit), then the matched filter output 
at the end of the bit period can be written as 

-+00 

y(Th) = f x(r)h(Tb -• r)dr 

/

+OG 

X{T)p(T)dT, 

(3.27) 

(3.28) 
-oc 

where x{t) = p{t) + n(t). If p(t) is zero outside the interval [0 Tf,], then 

•T = Th 

y(Jb) 
JT=0 

x{T)p(r)dr. (3.29) 

Equation (3.29) is an important result, suggesting that a "correlation function" 
must be performed between the input (including both the signal and the noise) 
and the known pulse shape, pit), f ° r o n e bit period. Illustrated in Fig. 3.22, 
this technique reduces to the topology of Fig. 3.21 if p{t) is a rectangular pulse. 

x(t)-

I 
y(t) 

Figure 3^2 Optimum detection using a correlator. 
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The function pit) can assume any shape, including the modulated wave­
forms of Fig. 3.12. But it is important to synchronize the starting point of the 
pulse in x(t) with that of p(t). because timing misalignment results in a smaller 
peak value at the correlator output. This issue is resolved by "bit (or symbol) 
synchronization." 

Now recall that a digitally modulated waveform can be expressed as a 
linear combination of the basis functions. To detect the value of the transmitted 
level, we can generalize the idea of the correlator. Shown in Fig. 3.23 is an 
example for a two-dimensional signal space, where the correlation between 
the input and each basis function is computed and the results are properly 
combined to generate the baseband waveform. The operation of this receiver 
is more intuitively understood if we consider the familiar case of binary FSK, 
shown in Fig. 3.24. Here, each correlator serves to find how ••similar'* XFSK(0 

is to cosco\t or cos coit by integrating Xp$g(t) cosaj\t and Jt/rs/f (0 cosa>j/ 
over one bit period. The adder then decides which sampled value is greater, 
generating the output binary value accordingly. 

x(f)< 

Hgh-

1 
i 
o 
u c 
111 

xBB(t) 

Figure 3.23 Correlation receiver for two-dimensional signal space. 

Coherent and Noncoherent Detection The binary FSK receiver of Fig. 
3.24 can be used to distinguish between two methods of detection. First, note 
that the basis functions cosco\t and cos a>2t are generated in the receiver, for 
example, by means of two oscillators, whereas the waveform xFsx(t) is syn­
thesized in the transmitter. Now suppose, due to start-up phase uncertainty, 
one of the oscillators actually produces sin a>]t while the received waveform 
is Ac cos co\t. The correlation of these signals over one bit period is equal to 
zero if 7), is an integer multiple of 2TT ja>\. The receiver thus fails to generate a 
correct output. This example indicates the need for phase synchronization be­
tween the carrier of the received signal and the oscillator output in the receiver. 
Detection schemes that require phase synchronization are called "coherent." 
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Figure 3.24 Coherent FSK detector. 

By contrast, some modulated waveforms can be demodulated using "non­
coherent" detection. A simple example is the FM detector of Fig. 3.8. Another 
example is the binary FSK detector illustrated in Fig. 3.25. This circuit employs 
two narrowband filters centered at co\ and o>2 followed by envelope detectors 
to determine which frequency is received during a bit period. 
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Figure 3.25 Noncoherent FSK detector. 

Coherent detectors are usually based on the matched filter concept, pro­
viding a lower bit error rate than do their noncoherent counterparts. However, 
the latter are more widely used in RF design owing to their lesser complexity 
(Section 3.5) 

Definition of Bandwidth In our study of analog FM, we noted that 
98% of the signal power lies in a bandwidth equal to 2(/? + 1)5. In digital 
modulation, kiscommon practice to specif)' the "99% bandwidth," namely, that 
containing 99% of the signal power. Although somewhat arbitrary, the choice 
of this percentage must be consistent for all modulation schemes. Alternatively, 
the signal bandwidth can be defined in terms of the relative amount of power 
that appears in an adjacent channel. Illustrated in Fig. 3.26, the idea is that the 
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(0 

Figure 3.26 Adjacent channel power. 

definition of the bandwidth serves to show how closely the signal channels can 
be spaced, i.e., how much each channel is corrupted by adjacent channels. For 
example, we say for a bandwidth of 30 kHz, the signal exhibits an "adjacent 
channel power" (ACP) of —50 dBc, meaning that the power in the adjacent 
30-kHz channel divided by the power in the channel carrying the modulated 
signal is equal to —50 dB. 

3.3.2 Binary Modulat ion 

Digital modulation with binary baseband waveforms can be performed as ASK, 
PSK, or FSK. Since ASK is rarely used in RF applications, we consider only 
binary PSK (BPSK) and binary FSK (BFSK) here. The goal is to study the bit 
error rate, spectral efficiency, and power efficiency of each scheme. We assume 
the received signal is corrupted by additive white Gaussian noise and find the 
BER of coherent and. if possible, noncoherent detectors in each case. 

Before considering any specific modulation, we analyze a general corre­
lator for waveforms modulated by equal-probability binary levels. In contrast 
to the simple correlator of Fig. 3.22, here we assume two possible (real) pulse 
shapes pi(t) and pi(t) to represent binary data. This is because in some cases 
a logical ZERO is not transmitted as a simple "low" level. For example, in 
BFSK, pi(r) = Ac cosc^r and p2(t) = Ac cosoj2? for 0 < / < Tt,. Shown in 
Fig. 3.27(a), the optimum receiver thus correlates the input with each of these 
pulses and compares the results to determine the bit.4 This configuration can 
be simplified as in Fig. 3.27(b), revealing that the equivalent filter is matched 
to p\(t) — Pitt). Therefore, from (3.25) 

SNR„ 
2Ed 

No 
(3.30) 

Note that p{(t) and Pi(.l) are not necessarily orthogonal in this case. 
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(a) 

£ 

P,(t)-P2(t) 

(b) 

Figure 3.27 (a) Coherent binary receiver, (b) simplified version of (a). 

where 
>+DO 

Ed = / [pdO •- PiiOYdt. (3.31) 

Also, it can be shown that £</ is maximum if p\ (/) = —pi{f). 
In the absence of noise, the output of the integrator in Fig. 3.27(b) at 

t = Tb assumes one of two distinct values, A\ and A2 (e.g., A\ = +1 and 
A2 = —1), corresponding to x(t) = p\(t) and x{t) = P2U), respectively. 
The decision threshold is set at {A\ 4- A2)/2. In the presence of noise, on the 
other hand, the sampled value is equal to A\ + rt(Tb) or A2 + n{Ti>), where 
n{Tb) is the noise amplitude at the output of the integrator at / = Tb. Note 
that n(Tb) may be not be white, but it is still Gaussian because of the linearity 
of the correlator. 

Now recall from probability theory that if two independent random vari­
ables are added, their probability density functions are convolved. Conse­
quently, as illustrated in Fig. 3.28, the quantities ,4] -f- n(Tf,) and A% -f n(Tb) 
exhibit two overlapping Gaussian distributions, indicating that an error occurs 
if A\ + n(Tb) exceeds the threshold and p\{t) is transmitted or if Ai + n{Tb) 
falls below the threshold and p2{t) is transmitted. Since the probability that 
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Figure 3.28 Calculation of PDF for binary data with additive noise. 

Pi(t) is transmitted is equal to 1/2, the probability of the first error event is 

-(u - A,) : 

- exn 
2 y/27ia'l 

Pel r T C X P 
2a} 

-du. (3.32) 

where an is the standard deviation of n{t). The second error event has the 
same probability, and hence the total probability of error is Pe — 2Pel. 

With a change of variable, v = (M — A\)/an, we have 
' X 

p, = 
i 

(A2-Ai)/(2ff„) 

^ 2 -

'27T 
exp <ir 

where £>(•) is 

2<7fl J ' 

V27T Jx 

(3.33) 

(3.34) 

exp du. (3.35) 

While not available in closed form, this function can be approximated as 

Q(x) 
f2n 

exp (3.36) 

for A' > 3. Note that the result in (3.34) holds for any filter, although (A2 — 
A\)/(2an) depends on the type of the filter. 

The argument of the Q function in (3.34) is the ratio of two quantities 
(signal and noise) at the output of the integrator. It is more convenient to 
express this ratio in terms of signal and noise at the input of the detector. This 
is possible for a correlator (matched filter) implementation if we make two 
observations. First, linear superposition implies that the quantity Aj — A\ is 
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the response of the receiver to an input xit) = p^t) — p2(t) (although such 
an input does not occur in actual transmission). Second, since the filter (or 
correlator) is matched to p\{t) - p2(t).\i x{t) — p\{t) - p2(t) is applied. 
the SNR at the sampling instant is equal to (A2 — A\)2 ja}^ which reaches a 
maximum given by (3.30). Thus, (A2 - Ax)

2/aJ- = 2Ed/N0 and, hence, 

Equation (3.37) is an important result, suggesting that the error rate de­
pends on only the (difference) signal energy and the noise spectral density. We 
emphasize the conditions under which (3.37) holds: additive white Gaussian 
noise channel and matched-filter (coherent) detection. 

The derivations considered thus far apply to all binary modulation 
schemes. We now study the implications of the above analyses in specific 
modems. 

BPSK In BPSK, the binary baseband data selects one of two opposite 
phases of the carrier. Illustrated in Fig. 3.29(a), the modulated signal can be 
written as XBPSK(0 = Accos(coct + <p). where 0 = 0 or 180c. To obtain 
the constellation, we write xgpsK(t) = otcoscoct, where a = +AC or — Ac 

[Fig. 3.29(b)]. Since p\(t) = —p2(t), the correlating signal in the detector is 
P\(t) - Piit) - 2p1(t) = 2Accoscoct [Fig. 3.29(c)]. Thus, in the absence of 
noise, the output of the integrator at / = 7j is equal to 

Vint = / ±2A2
ccos2a)ctdt. (3.38) 

Ja 

For large wc, Vint % ±A2Tb, yielding the baseband binary data. 
To calculate the error rate with the aid of the results in (3.31) and (3.37), 

we recognize that 

/

+00 

[Piit) - MOfdt (3.39) 
-DC 

Th 

(2 Ac cos coct)
2dt (3.40) 

= 2A2
cTb, (3.41) 

I 
and hence 

Pe = Q\J-f±\. (3.42) 
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Figure 3.29 BPSK (a) modulator, (b) constellation, and (c) demodulator. 

To make fair comparisons with other modulation schemes, we define the (av­
erage) energy per bit as Eb = A2

cTb/2, thus obtaining 

Pe.BPSK Am (3.43) 

Note that E& contains both the amplitude and the period of the signal, revealing 
that the error rate can be lowered by increasing the signal power or decreasing 
the data rate. The quantity Eb/No is an indication of the signal-to-noise ratio 
in the receiver. 

We find the spectrum of a BPSK waveform by making two observations. 
First, the modulator of Fig. 3.29(a) can be modified as shown in Fig. 3.30, where 
the baseband data toggles randomly between +1 and —1 and is multiplied by 
Ac cos a>ct: 

XBPSK = xBB(t).Ac cos coct. (3.44) 

Thus, the spectrum of XBPSK(0 is simply that of XBBU) translated to ±coc. 
Second, a random binary waveform, x(t), employing pulse shapes +p(t) and 
—p(t) to represent ONEs and ZEROs, respectively, has the following power 
spectral density, 

SA<o) = ~\P(o>)\\ (3.45) 
lb 

where P(co) is the Fourier transform of p(t) []]. If p(t) is a rectangular pulse 
with duration Tn and unity amplitude, then P(co) = [2 sin(coTb/2)]/to, and 

SBPSK(W) = 
A* sin2[(w + o)c)Tb/2] A2

C sin2[(a> - <oc)Tb/2] 

Tb (a) + (iic)
2 + n (cu — ov)2 (3.46) 
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Figure 3.30 Simplified BPSK modulator. 

The power efficiency of BPSK is discussed in Section 3.4. 

BFSK In BFSK, the binary baseband data selects one of two carrier 
frequencies with equal amplitudes [Fig. 3.31(a)].-The modulated signal is writ­
ten as XBFSKU) = oc\ cosa>\t + a2 cosa>2t, where [a\ a2] = [0 Ac] or [Ac 0]. 
For the two basis functions to be orthogonal over one bit period, we must have 

I, n 
cos a>\t costo2{dt = 0. (3.47) 

Fora>i -r-coi ;» a>\ — o>2, the above equation reduces to [ s i n ^ — co2)Ti,]/(aj\ — 
0)2) = 0. Thus, (a>\ — a>i)Tb = nx, and for minimum spacing between co] and 
d>2, 01 - OH = 7zjTh or / ; - f2 = 1/(27*). 
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Figure 3.31 BFSK (a) modulation, fb) constellation, (c) detection. 

This approach is called "discontinuous" FSK because the phase changes abruptly. 
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In contrast to BPSK. orthogonal BFSK is a two-dimensional scheme, 
exhibiting the constellation in Fig. 3.31(b). Here, p\{t) = Accosco\t and 
P2(t) = Accosa>2t; that is, p\{t) ^ —pi(t). As we will see below, this yields 
interesting differences between the error behavior of BPSK and BFSK. 

Shown in Fig. 3.31 (c). a BFSK detector correlates the input with p\ (t) — 
p2(t) = A,cos(0\t — Accosa>2t. Consequently, the output of the integrator 
at r = Tb in the absence of noise is equal to A^.Tb/2 for XBFSK = Accosco\t 
and — A*Tb/2 for XBFSK = Accos&>2r. 

The bit error rate for coherent BFSK detection is calculated with the aid 
of (3.31) and (3.37). Since p\(t) and p2(t) are orthogonal, 

Ed = / [p,<0 + Pi(0}dt (3.48) 
Jo 

= A%. (3.49) 

Thus, 

P« = fi I , / | £ I • (3.50) 

As with BPSK, we define the average energy per bit as Eb = AjTb/2, thereby 
obtaining 

Pe.BFSK = QU^Y (3.51) 

Comparison of (3.43) and (3.51) indicates that, for a given probability of 
error and noise density, the bit energy in BFSK must be twice that in BPSK. 
What is the reason for this difference? From the constellations of Figs. 3.29(b) 
and 3.31(b), we observe that for a given value of carrier amplitude. Ac, the 
amount of noise that can corrupt a bit so much that the correlator output crosses 
the threshold erroneously is higher in BPSK than in BFSK. In other words, the 
minimum distance between the points in the constellation is greater in BPSK. 
From another point of view, recall that in SN /?max = 2Ed/No, the value of Et\ 
reaches its maximum if p\(t) = —piit), which is the case for BPSK but not 
for BFSK. 

The above difference is often stated as "BPSK has a 3-dB advantage over 
BFSK." Nevertheless. BFSK is widely used in low data rate applications (such 
as pagers) where Eb can be maximized by allowing a long Tb. The popularity 
of BFSK stems from the simplicity of its detection, especially in noncoherent 
systems (Section 3.5), and its powfer efficiency (Section 3.4). 

The spectrum of FSK signals is generally difficult to calculate [1]. From 
Carson's rule, the 98% bandwidth is approximately equal to Bj = 2(A/' + 
1/7),), where A / = / , - f2 [1]. In orthogonal FSK, Af = 1/(27*) and 
BT^3/Tb. 
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The power efficiency of BFSK is discussed in Section 3.4. 

3.3.3 Quadrature Modulation 

In many applications, it is beneficial to subdivide a binary data stream into pairs 
of two bits and represent each pair with one of four levels before performing 
modulation. For example, bits bm and bm+i can be impressed upon a single 
carrier as 

x(t) = bm Ac coso)ct — bm+i Ac sin cort. (3.52) 

This is possible because cos coct and sin a>ct are orthogonal functions. 
Called "quadrature modulation" or "quadrature multiplexing," this op­

eration is illustrated in Fig. 3.32, where a serial-to-parallel (S/P) converter sep­
arates consecutive bits into one stream for the upper arm and another for the 
lower arm. Since each group of two bits (one in each arm) constitutes a symbol, 
the symbol rate is half the bit rate (Section 3.3.1), indicating that the required 
bandwidth is half that of BPSK. This is the principal reason for the wide use of 
quadrature modulation. 
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Figure 3.32 Quadrature modulation. 

To obtain the constellation, we assume bits bm and bm+\ are rectangular 
pulses with a height ±1 and write the modulated signal as # (* )= CTi cos coct + 
a2sincDct. where a\ and a2 can each take on a value of +AC or —Ac. The 
constellation is shown in Fig. 3.33. 
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Figure 3.33 Signal constellation for quadrature modulation. 

Quadrature modulation encompasses two broad categories: quadrature 
phase shift keying (QPSK) and minimum shift keying (MSK). The first includes 
more specific'types such as offset QPSK (OQPSK) and 7T/4-QSPK, and the 
second has a widely used subset, Gaussian MSK (GMSK). 

Why are there so many types of quadrature modulation? Recall that 
three parameters determine the performance of a modulation technique for 
RF applications: BER. spectral efficiency, and power efficiency. The above 
schemes exhibit different trade-offs among these parameters. 

QPSK Tf in (3.52). the bit waveform is a rectangular pulse, a QPSK sig­
nal is obtained. From another point of view, in analogy with BPSK. one of four 
phases of a sinusoid is selected according to the symbol: that is. XQPSK(0 = 
s/2Ac cos(to<4 + for/4), k = 1,3,5,7. 

Coherent detection of QPSK signals can be performed as shown in Fig. 
3.34. Here, the circuit correlates the input with cos coct and sin wct to determine 

XQPSK(f)»-
COSC0r f P/S 

Converter 
Baseband 

Data 

> * 

Figure 3.34 Coherent QPSK detection. 
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the most likely value for the symbol from the set [±1 ± 1]. A parallel-to-serial 
(P/S) converter then multiplexes every two bits in a symbol so as to produce 
the baseband binary data. 

Upon comparison of Figs. 3.29(b) and 3.33, we may conclude that QPSK 
has a higher probability of error than does BPSK because each point in the 
constellation of Fig. 3.33 can be mistaken for three other points and the min­
imum distance between the points is the same in both schemes. A more 
careful analysis, however, indicates otherwise. First, since a fair compari­
son requires that the transmitters produce the same output power, we write 
the two modulated waveforms as XBPSK(0 — ±AC coscoct and XQPSKV) = 
Ac cos(coct + kn/A), so that they both have an average power of A2

CJ2. Thus. 

XQPSKU) — ±(Ac/>/2)coswff ± (AcJy/l) sincoct.yielding the constellation 
in Fig. 3.35(b). Here, the points are closer to each other, further strengthening 
our postulate that QPSK has a higher BER. But a fair comparison also requires 
that the overall bit rates be equal in the two cases. This means that, for a base­
band binary data with period 7},. the correlator in a BPSK receiver [Fig. 3.29(c)] 
integrates the input for 7), seconds, whereas those in a QPSK detector (Fig. 3.34) 
integrate the input for Ts = 27% seconds. The sampled level (i.e., the energy) 
is therefore equal to A2

cTb/2 in the first case and (y/2A(./2)2(27},) = A2.Ti, in 
the second case. Consequently, the bit energy in BPSK is less than the symbol 
energy in QPSK. 

-A. +A, a. 

Figure 3.35 Signal constellation of BPSK and QPSK for equal output power. 

We summarize the above observations as follows: compared with BSPK. 
QPSK has more adjacent points, smaller minimum distance, but higher symbol 
energy. If all of these are taken into account, it can be proved that BPSK and 
QPSK have nearly equal probabilities of error: that is, Pe = Q(y/2Eb/No) [1 ]. 

Since a QPSK waveform can be viewed as the summation of two BPSK 
signals, the spectrum of QPSK waveforms is similar to that of their BSPK coun-
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terparts but the bit stream is "slowed down" by a factor of two (S/P conversion) 
before quadrature multiplexing. Thus, the spectral density can be derived from 
that in (3.46) by substituting 2Tb for Tj,. 

An important drawback of QPSK is large phase changes at the end of each 
symbol. As depicted in Fig. 3.36, when the waveforms at the output of the S/P 
converter change simultaneously from, say, [—1 — 1] to [+1 + l ] i the carrier 
experiences a 180 phase step or. equivalently, a transition between two diag­
onally opposite points in the constellation. As we will see in Section 3.4, such 
transitions are undesirable if the waveform is to be filtered and subsequently 
processed by a nonlinear power amplifier. 
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Figure 336 Phase transitions in a QPSK waveform. 

A variant of QPSK that remedies the above drawback is offset QPSK. As 
shown in Fig. 3.37, the data streams are offset in time by half the symbol period 
after S/P conversion, thereby avoiding simultaneous transitions in waveforms 
at nodes A and B. The phase step is therefore only ±90 : . Fig. 3.38 illustrates 
the phase transitions in the time domain and in the constellation. The bit error 
rate and spectrum of OQPSK are identical to those of QPSK [1]. 

Despite the advantage of smaller phase change, OQPSK suffers from a 
critical drawback: it does not lend itself to "differential encoding" [4], We defer 
this topic to Section 3.5 . but point out here that differential encoding plays an 
important Tole in noncoherent receivers, the most popular type in today's RF 
applications. 

Another variant of QPSK is "7T/4-QPSK" [3. 4]. In contrast to OQPSK, 
this scheme can be differentially encoded and is used in American and Japanese 
phone systems (Chapter 4). In :r/4-QPSK, the signal set consists of two QPSK 
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Figure 3.37 Offset QPSK modulator. 

schemes, one rotated by 45° with respect to the other: 

x\(t) = Accos (coct + k — ) k odd, 

XiU) = Accos (OJ, i 4- A —J A-even. 

(3.53) 

(3.54) 

As shown in Fig. 3.39, the modulation is performed by alternately taking the 
output from each QPSK generator. 

a2/ i 

« i 

Figure 3.38 Phase transitions in OQPSK. 

To better understand the operation, let us study the simple implementa­
tion of a JT /4-QPSK generator in Fig. 3.40. After S/P conversion, the digital 
signal levels are scaled and shifted so as to present ±1 in the upper QPSK 

Baseband 
Data ; 

4 ccos((o c f+*£-) fr=1,3,5,7 

4 ccos(CQ c f+^- ) k = 2, 4, 6,8 

x(t) 

Figure 3.39 Conceptual generation of sr/4-QPSK signals. 
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Figure 3.40 Generation of TT/4-QPSK signals. 

modulator and 0 and ±>/2 in the lower. The outputs are therefore equal to 
A|(/) = oil costt)f; + of2sinwcr, where [a\ 0̂ 2] = [±AC ± Ac], and .V2(/) = 
£1 cos(o(t +p2sincM, where [fi\ fa] = 10 ±\/2A<] and [±V^A r0]. Thus, the 
constellation alternates between the two depicted in Fig. 3.40. Now consider 
a baseband sequence of [11. 01. 10, 11, 01]. As shown in Fig. 3.41. the first 
pair, [1 1], is converted to [+AC + Ar] in the upper arm, producing y(t) = 
Accos(a>ct + TT/4). The next pair, [0 I], is converted to [0 — y/lAc\ in the 
lower arm. yielding y(t) = — y/2Ac cos &>,./. Following the values of .y(/) for 
the entire sequence, we note that the points chosen from the two constellations 
appear as in Fig. 3.41(a) as a function of time. The key point here is that, 
since no two consecutive points are from the same constellation, the maximum 
phase step is 135 .45" less than that in QPSK. This is illustrated in Fig. 3.41(b). 
Thus, in terms of the maximum phase change, 7T/4-QPSK is an intermediate 
case between QPSK and OQPSK. 

The spectrum and BER of 7T/4-QPSK are identical to those of QPSK. 
We discuss the power efficiency of QPSK and its variants in Section 3.4. 

In our treatment of the QPSK family, we have assumed that the base­
band bits are represented by rectangular pulses. In band-limited applications, 
however, it is desirable to employ a pulse shape whose spectrum drops sharply 
in the adjacent channels. For example, the raised-cosine signal described in 
Section 2.2 provides both a tight spectrum and ISl-free operation. 
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Figure 3.41 (a) Evolution of ;r/4-QPSK in time domain, (b) possible phase 
transitions in the constellation. 

In practice, the raised-cosine filter is decomposed into two sections, one 
placed in the transmitter and the other in the receiver (Fig. 3.42). Using a 
transfer function equal to the square root of (2.54), the two sections together 
allow Nyquist signaling while the section used in the receiver also operates as 
a matched filter. This technique is described in [5]. 

Baseband 
Signal 

Transmitter 

\ Raised-Cosine 
Filter 

Channel 

Ret ssiver 

sj Raised-Cosine 
Filter 

Detected 
*~Signal 

Figure 3.42 Decomposition of a raised-cosine filter into two sections. 

MSK Minimum shift keying can be described from several different 
points of view, each providing more insight into the underlying principles. We 
first utilize OQPSK to arrive at MSK, but eventually view MSK as a type of 
FSK to understand GMSK. 
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Recall from Eq. (3.52) that in quadrature modulation, every two consec­
utive bits. bm and bm+\, are impressed on quadrature phases of a carrier. If 
bm nnd bm+\ are rectangular pulses, abrupt phase changes arise in the modu­
lated waveforms, leading to a wide spectrum and presenting difficulties in the 
design of power amplifiers (Section 3.4). This consideration warrants the use 
of "continuous phase modulation" schemes [6, 7]. One such scheme is MSK. 

Suppose in OQPSK. we use half sinusoids, rather than rectangular pulses, 
to represent the levels that are multiplied by the carrier. More specifically, as 
shown in Fig. 3.43. let us multiply the levels in the upper arm by cos to] f and 
those in the lower arm by sina>if. where co\ = .T/(27}>) [9]. Thus, x(t) = 
a„, cos a)] t cos coct — am+\ sin co\t sina>f/, where am and am+\ are rectangular 
pulses toggling between 4-1 and — 1 with a width of 27}, and offset with respect 
to each other by 7/,. As shown in Fig. 3.43, x(t) exhibits no abrupt changes in 
the phase or, equivalently. in the slope of the amplitude. To understand why, 
first note that a,„ changes only at t = (2k + 1)7}, and am+\ only at f = 2k 1\. 
Now suppose am goes from 4-1 to —1 while am^\ — 4-1. Thus. .x(t) goes from 
2cos(wi 4- coc)t to 2cos[(wr - (Oi)l +n], where t = (2k 4- 1)7},. As a result, 
the phase change is A0 = (coc ~a^)l +n — (co\ +a)c)t = —2co\t+7T = — 2kjt 
because co\ = n/{2Tf,). The same can be proved for the other three possible 
transitions in a,„ and am+\, indicating that the phase is always continuous. 

While exhibiting the same error rate as QPSK. MSK exhibits a sharper 
decay in its spectrum than the rectangular-pulse QPSK family. The smooth 
phase transitions in MSK lower the signal power in the sidelobes of the spec­
trum, but at the cost of widening the main lobe. As a rule of thumb, if the phase 
of the bandpass signal has finite derivatives up to and including order /?, then 
the spectrum of the signal decays at a rate proportional to / 2 ( " 4 '' [8J. In fact, 
for MSK, we have 

SMSKU > — 
\6AlTh I C O S ^ T W - /,)] 

n^ \\\ - l6Tg(f - fc)
2]2 

cos2[2;r W 4- /c)] 1 
+ [1 - W I ? < / + / c f l r T 

that is, a decay proportional to f4. This should be compared to (3.46). 
The above rule of thumb suggests that even more spectrally efficient 

schemes can be obtained if the phase change is made smoother than that in 
MSK. This has led to a more general class of MSK signals [8], of which Gaus­
sian MSK is an example. To arrive at GMSK, we first state without proof that 
the MSK signal of Fig. 3.43 can also be written as 

x MSK U) = \/2Accos coct 4- / ^2,bmpU - mTb)dt (3.56) 
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Figure 3.43 MSK modulation and signal constellation. 

where the summation represents the binary baseband signal: that is. hm = ±\ 
and pit) is a rectangular pulse of width 7/,. In GMSK, on the other hand. />(/) 
is a smoother function. Note that (3.56) can be viewed as frequency modulation 
and. with a rectangular /;(/), as FSK. 

In GMSK, the pulse shape pit) is obtained by passing the baseband 
rectangular pulses through a filter with a Gaussian impulse response. h(t) = 
exp(— at1). As depicted in Fig. 3.44. to obtain the output of the filter,XBB(?) * 
/i(/).we can calculate (dxnu/dt) */?(/) and integrate the result. This method 
shows that for a narrow Gaussian response (large a), the filter output is close 
to a rectangular pulse with width 7},. and as h(t) becomes wider, so does the 
output. 

The derivation of the GMSK power spectral density is difficult, but we 
intuitively expect the spectrum to decay faster if the time-domain modulating 
pulse, pit), becomes smoother. For example, if a = 1. the 99% bandwidth is 
less than 1.2/7), [10J. 
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Figure 3.44 GMSK modulation. 

While our analysis indicates that the lower the value of a, the narrower 
the spectrum, the choice of or depends on another factor as well: intersymbol 
interference. In contrast to previous modulation schemes. GMSK allows the 
modulating pulse to be wider than 7&, thus suffering from ISI. As a decreases, 
ISI becomes more significant. In typical systems, a is in the vicinity of 0.3, 
requiring ISI mitigation in the receiver. The power efficiency of MSK and 
GMSK is described in Section 3.4. 

The spectra and error probabilities of various modulation schemes are 
given in [11,12,13]. 

3.4 POWER EFFICIENCY OF MODULATION SCHEMES 

In our study of various modulation techniques thus far. we have frequently 
mentioned that power efficiency is an important aspect. In this section, we deal 
with this issue. 

3.4.1 Constant- and Variable-Envelope Signals 

A modulated waveform x(t) = A(t) cos[coct +</>(/)] is said to have a constant 
envelope if A(t) does not vary with time. Otherwise, we say the signal has a 
variable envelope. 



Sec. 3.4 Power Efficiency of Modulation Schemes 91 

Constant- and variable-envelope signals behave differently in a nonlinear 
system. Suppose A(t) = Ac and the system exhibits a third-order memoryless 
nonlinearity: 

y(t) = asx?(t) + ••• (3.57) 

= c M j c o s V , f + 0(f)] -f . . . (3.58) 

ct%Al , , 3ai,Al 
= —— cos[3coct + 30(f)] + —j-Z cosK/ + 0(f)]. (3.59) 

The first term in (3.59) represents a modulated signal around co = 3coc. Since 
the bandwidth of the original signal. Ac cos[cut f + 0(f)]. is typically much less 
than a>c, we note from Carson's rule that the bandwidth occupied by cos[3wf f + 
30(f)] is also quite small. Thus, the shape of the spectrum in the vicinity of coc 

remains unchanged. 
Now consider a variable-envelope signal applied to the above nonlinear 

system. Writing x (f) as 

x(t) = Xi(t)coswct — x Q{I) sin cor /, (3.60) 

where xi (!) and XQ(1) are the baseband I and Q components, we have 

yd) = a3[xi(t)coscoct - xQ(t)smcoctf + ••• (3.61) 
, cos3toct + 3 cos coct 

= ctix;{t) 
4 

, , — cos3aw + 3sino>r/ 
- a3xg{t) c— + . . . . (3.62) 

Thus, the output contains the spectra of x]{i) and Xg(0 centered around coc. 
Since these components generally exhibit a broader spectrum than do x/ (t) and 
XQ(I). we say the spectrum "grows" when a variable-envelope signal passes 
through a nonlinear system. 

An exception to the above observation occurs if the baseband pulse shape 
is rectangular. As higher powers of a rectangular waveform are still rectangular, 
the modulated signal spectrum has a sinc^wTb shape for any nonlinearity. 

3.4.2 Spectral Regrowth 

Consider the simple transmitter illustrated in Fig. 3.45. Here, a low-pass filter 
precedes the modulator to limit the bandwidth of the signal, thereby suppress­
ing spectral leakage into adjacent channels. The PA amplifies and buffers the 
result, delivering the required signal level to the antenna. 

What is the effect of filtering on a digitally modulated signal? Intuitively, 
we expect limiting the bandwidth tends to smooth out the abrupt transitions in 
the time domain. For example, a QPSK waveform appears as shown in Fig. 3.45 
after filtering, exhibiting greater variation in its envelope as the filter bandwidth 
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Figure 3.45 Effect of bandlimiling on the envelope of a QPSK waveform. 

decreases. We also note that envelope variation due to filtering becomes more 
pronounced at greater phase steps. 

What is the implication of envelope variation? The one-to-one cor­
respondence between the band-limited spectrum and the time-varying en­
velope indicates that if the power amplifier is to maintain the spectrum to 
the limited bandwidth, then it must also amplify the envelope variations lin­
early. This can be seen by expressing the modulated waveform as x(t) = 
X/(r) cos a>rt — Xn(t) sin u)ct. If the PA exhibits significant nonlinearity, then 
the shape of */( /) and XQ(I) is not preserved and the spectrum is not limited 
to the desired bandwidth. This effect is called "spectral regrowth" [14,15] and 
can be quantified by the relative adjacent channel power [15]. 

The above discussion can be summarized as follows. Abrupt phase changes 
in a digitally modulated waveform, for example, QPSK. result in envelope 
variations \[ a filter limits the bandwidth. Such variations in turn require a 
linear power amplifier so as to avoid spectral regrowth. As explained in Chap­
ter 9, linear PAs are typically less efficient than nonlinear PAs. For a 40% 
efficiency—which is rarely achieved in linear PAs—and a 1-W output power, 
the PA consumes a total of 2.5 W, a considerable amount with respect to the 
power dissipation of the rest of a portable phone. Nonlinear PAs, on the other 
hand, exhibit efficiencies as high as 60%. Thus, it is desirable to employ mod­
ulation schemes that do not experience spectral regrowth when processed by 
nonlinear amplifiers. This aspect of modulation formats is called power effi­
ciency. 

A simple example of power-efficient modulation is FM. From XFM{0 = 
Ac cos[cort +m j XBBiDdt], we see that FM waveforms have no abrupt phase 
change and exhibit a constant envelope. FM and FSK signals can therefore be 
amplified by means of nonlinear PAs with no spectral regrowth. 
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From the illustration of Fig. 3.45. we conclude that filtered QPSK is quite 
susceptible to spectral regrowth. For example, if root raised-cosine filtering is 
used in the baseband so as to achieve a narrowband, the resulting envelope 
variation requires a relatively linear power amplifier [17,16]. This drawback is 
less severe in OQPSK and T T / 4 - Q P S K b> virtue of smaller phase steps allowed 
in these schemes. 

More power efficient than the QPSK family are MSK signals because 
their constant envelope allows processing by nonlinear PAs. However. MSK 
signals typically require a wider band than QPSK waveforms with raised-cosine 
filtering. 

In summary, digital modulation schemes exhibit a trade-off between spec­
tral efficiency and power efficiency. As the signal bandwidth is more limited— 
by filtering or pulse shaping—the power amplifier must achieve a higher lin­
earity so as to avoid spectral regrowth. Different wireless systems have aimed 
at one of these extremes: pulse-shaped QPSK modulation with narrow chan­
nels but linear PAs or MSK modulation with wider channels but nonlinear PAs 
(Chapter 4). 

3.5 NONCOHERENT DETECTION 

In Section 3.3.1, we saw that matched filters, an example of which are coherent 
detectors (correlators), provide the highest signal-to-noisc ratio and hence the 
lowest probability of error. Coherent detectors, however, require that the 
phase of the local oscillator in the receiver bear a strict relation to that of the 
received signal. Called "carrier recovery," establishing such a phase alignment 
necessitates substantial circuit complexity and becomes especially difficult at 
low signal levels in the presence of interferers and signal fading. For this reason, 
many RF systems employ noncoherent detection despite its somewhat inferior 
performance. 

Noncoherent FSK Detection In Section 3.3.1. we briefly studied a non­
coherent FSK detector. Shown in Fig. 3.46. this configuration employs two 
bandpass filters (for binary modulation), each followed by an envelope detec­
tor, to determine which frequency is received. Since cc>\ — o>i is typically much 
less than OJ\ and o>2- the input spectrum is first translated to a lower frequency 
so as to relax the Q and the precision of the center frequency required of the 
bandpass filters. 

Derivation of the probability of error for this detector is rather involved. 
We only state the result for the practical case of sufficient difference between 
ai\ and a>2 so that their spectral overlap is negligible [1] 
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Figure 3.46 Noncoherent FSK detection. 

where Bp is the (effective) bandwidth of each bandpass filter and Eb is the bit 
energy, Eh = A2

cTh/2. If Bp = 1/Tb, then 

Pe = - exp 
2 F 2/V0 

(3.64) 

For error rates on the order of 10 -3, (3.64) requires an Eb/No that is 
1.5 dB greater than that in coherent FSK detection [Eq. (3.51)]. In many 
applications, the lower complexity justifies this loss in the performance. 

Differential Phase Shift Keying While in FSK it is possible to determine 
the frequency corresponding to each bit (using bandpass filters or frequency de­
modulators), in PSK the phase relates to the time origin and has no "absolute" 
meaning. For example, a 90" phase shift in a QPSK waveform converts the 
constellation to a similar one. but with all the symbols interpreted incorrectly. 
Thus, simple PSK waveforms cannot be detected noncoherentlv. However, if 
the information lies in the phase change from one bit (or symbol) to the next, 
then a time origin is not required and noncoherent detection is possible. This 
is accomplished through "differential" encoding and decoding of the baseband 
signal before modulation and after demodulation, respectively. 

Let us consider binary differential PSK (DPSK). The rule for differen­
tial encoding is that if the present input bit is a ONE. then the output state of 
the encoder does not change, and vice versa. This requires an extra starting 
bit (of arbitrary value). The concept can be better understood by consider­
ing the implementation depicted in Fig. 3.47(a). An exclusive-NOR (XNOR) 
gate compares the present output bit, Dout(mTb). with the present input bit, 
Djn(mT/,), to determine the next output state. 

Dondim + 1)7),] = Din(mTb) © Doul(mTh). (3.65) 
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Figure 3.47 (a) Differential encoding, (b) differential decoding, (c) example of 
encoded and decoded sequence. 

implying that if Dm(mTh) = 1, then Dom[(m + 1)7^] = DoM(mTb), and 
if Din{mTb) = 0 then D0M[(m + l)Tb] = DQUt(mTb). The extra starting 
bit mentioned above corresponds to the state of the flipflop before the data 
sequence begins. 

The DPSK signal received by a system can be decoded by a reverse op­
eration, depicted in Fig. 3.47(b). It can be easily shown that phase shifts in the 
encoded signal do not alter the differentially decoded output of the receiver. 

Differential signaling does not provide the lowest bit error rate because 
it is not based on matched filtering. From another point of view, in coherent 
demodulation the signal is compared with a low-noise reference (oscillator), 
whereas in differential detection two noisy signals are compared with each 
other [12]. It can be shown that the probability of error for DPSK is 

2 V, 
(3.66) 

where £"/, = A2
cTb/2. This result indicates that for an error rate of less than 

10~-\ DPSK requires approximately 3 dB higher Eb/N^ than does coherent 
PSK [Eq. (3.43)]. 
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4 

MULTIPLE ACCESS 
TECHNIQUES AND WIRELESS 

STANDARDS 
Ine modulation and detection techniques described in Chapter 3 provide the 
basis for communication between only one transmitter and one receiver. For a 
large number of transceivers in a network, additional methods are required to 
ensure proper communication among multiple users. Such methods are called 
"multiple access techniques." 

The complexity of wireless systems mandates that they conform to a "stan­
dard." In addition to modulation and multiple access techniques, a wireless 
standard includes such details as frequency bands, timing, and data coding, 
while defining precise tests for the performance of transceivers. 

Following a brief overview of the properties of mobile communication 
systems, we describe in this chapter three general multiple access techniques 
that are commonly used in RF systems. These are frequency-division multi­
ple access (FDMA). time-division multiple access (TDMA). and code-division 
multiple access (CDMA). We then study several popular wireless standards, 
namely. North American Digital Communication. Global System for Mobile 
Communciations, Qualcomm CDMA, and Digital European Cordless Tele­
phone. 

4.1 MOBILE RF COMMUNICATIONS 

A mobile system is one in which users can physically move while communicat­
ing with one another. Examples include pagers, cellular phones, and cordless 
phones. It is the mobility that has made RF communications powerful and pop­
ular. The transceiver carried by the user is called the "mobile unit" (or simply 
the "mobile"), the "terminal," or the "hand-held unit." The complexity of 
the wireless infrastructure often demands that the mobiles communicate only 
through a fixed, relatively expensive unit called the "base station." Each mo­
bile receives and transmits information from and to the base station via two RF 

98 
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channels called the "forward channel" or "downlink*" and the "reverse chan­
nel" or "uplink," respectively. Most of our treatment in this book relates to the 
mobile unit because, compared to the base station, hand-held units constitute 
a much larger portion of the market and their design is much more similar to 
other types of RF systems. 

Cellular System With the limited available spectrum (e.g., 25 MHz 
around 900 MHz), how do hundreds of thousands of people communicate in a 
crowded metropolitan area? To answer this question, we first consider a simpler 
case: thousands of FM radio broadcasting stations may operate in a country in 
the 88-108 MHz band. This is possible because stations that are physically far 
enough from each other can use the same carrier frequency ("frequency reuse") 
with negligible mutual interference (except at some point in the middle where 
the stations are received with comparable signal levels). The minimum distance-
between two stations that can employ equal carrier frequencies depends on the 
signal power produced by each. 

In mobile communications, the concept of frequency reuse is implemented 
in a "cellular" structure, where each cell is configured as a hexagon and sur­
rounded by six other cells [Fig. 4.1(a)]. The idea is that if the center cell uses 
a frequency f\ for communication, the six neighboring cells cannot utilize this 
frequency but the cells beyond the immediate neighbors may. In practice, 
more efficient frequency assignment leads to the "7-ceir reuse pattern shown 
in Fig. 4.1(b). Note that in reality each cell utilizes a group of frequencies. 

(a) (b) 

Figure 4.1 (a) Simple cellular system, (b) 7-ccll reuse pattern. 

The mobile units in each cell of Fig. 4.1(b) are served by a base station, 
and all of the base stations are controlled bv a "mobile telephone switching 
office" (MTSO). 

Co-Channel Interference An important issue in a cellular system is how 
much two cells that use the same frequency interfere with each other (Fig. 4.2). 
Called co-channel interference (CO), this effect depends on the ratio of the 
distance between two co-channel cells to the cell radius and is independent 
of the transmitted power. Given by the frequency reuse plan, this ratio is 
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Figure 4.2 Co-channel interference. 

approximately equal to 4.6 for the 7-cell pattern of Fig. 4.1(b) [1]. It can be 
shown that this value yields a signal-to-co-channel interference ratio of 18 
dB [1]. 

Handoff What happens when a mobile unit "roams" from cell A to cell 
B (Fig. 4.3)? Since the power level received from the base station in cell A 
is insufficient to maintain communication, the mobile must change its server 
to the base station in cell B. Furthermore, since adjacent cells do not use the 
same group of frequencies, the channel must also change. Called "handoff," 
this process is performed by the MTSO. Once the level received by the base 
station in cell A drops below a threshold, the MTSO hands off the mobile to 
the base station in cell B, hoping that the latter is close enough. This strategy 
fails with relatively high probability, resulting in dropped calls. 

Cell B 

Cell 

Figure 4.3 Problem of handoff. 

To improve the handoff process, second-generation cellular systems al­
low the mobile unit to measure the received signal level from different base 
stations, thus performing handoff when the path to the second base station has 
sufficiently low loss [1]. 

Path Loss and Multipath Fading Propagation of signals in a mobile 
communication environment is quite complex. We briefly describe some of the 
important concepts here. Signals propagating through free space experience a 
power loss proportional to the square of the distance, d. from the source. In 
reality, however, the signal travels through both a direct path and an indirect, 
reflective path (Fig. 4.4). It can be shown that in this case, the loss increases 
with the fourth power of the distance [1]. In crowded areas, the actual loss 
profile may be proportional to d2 for some distance and d4 for another. 
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Figure 4.4 Indirect signal propagation and resulting loss profile. 

In addition to the overall loss profile depicted in Fig. 4.4, another mech­
anism gives rise to fluctuations in the received signal level as a function of 
distance. Since the two signals shown in Fig. 4.4 generally experience different 
phase shifts, possibly arriving at the receiver with opposite phases and roughly 
equal amplitudes, the net received signal may be very small. Called "multipath 
fading" and illustrated in Fig. 4.5, this phenomenon introduces enormous vari­
ations in the signal level as the receiver moves by a fraction of the wavelength. 

iog(loss) 

Figure 4.S Multipath loss profile. 

In reality, since the transmitted signal is reflected by many buildings and 
moving cars, the fluctuations are quite irregular. Nonetheless, the overall re­
ceived signal can be expressed as 

x/t(t) = ai(t)cos(toct + #i) + ci2(t) cos(coct + 02) 

+ • • • + an cos(o>rr -f- 8„) 

y^ay(f) cos 0j 
7=1 

COS Q)ct — / aj(t) sin Oj 

(4.1) 

sinti>t.f. (4.2) 

Note that for large n, each summation has a Gaussian distribution. Denoting 
the first summation bv A and the second bv B. we have 

xR(t) = s/A1 + B2 cos(oj,r + 0), (4-3) 
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Figure 4.6 Raylcigh distribution. 

where<£ = tan _ 1 ( f i /A) . It can be shown that theamplitude, Am = -J A1 + fi2, 
has a Rayleigh distribution (Fig. 4.6) [2], exhibiting losses greater than 10 dB 
below the mean for approximately 6% of the time. 

From the above discussion, we conclude that in an RF system the trans­
mitter output power and the receiver dynamic range must be chosen so as to 
accommodate signal level variations due to both the overall path loss (roughly 
proportional to dA) and the deep multipath fading effects. While it is theo­
retically possible that multipath fading yields a zero amplitude (infinite loss) 
at a given distance, the probability of this event is negligible because moving 
objects in a mobile environment tend to "soften" the fading. 

Diversity The effect of fading can be lowered by adding redundancy 
to the transmission or reception of the signal. "Space diversity" or "antenna 
diversity" employs two or more antennas spaced apart by a significant fraction 
of the wavelength so as to achieve a higher probability of receiving a nonfaded 
signal. 

"Frequency diversity" refers to the case where multiple carrier frequen­
cies are used, with the idea that fading is unlikely to occur simultaneously at 
two frequencies sufficiently far from each other. 

"Time diversity" is another technique whereby the data is transmitted or 
received more than once to overcome short-term fading. 

Delay Spread Suppose two signals in a multipath environment experi­
ence roughly equal attenuation but different delays. This is possible because the 
absorption coefficient and phase shift of reflective or refractive materials vary 
widely, making it likely for two paths to exhibit equal loss and unequal delays. 
Addition of two such signals yields x(t) = Acosa)(t — T\) + A coscoit — T2) = 
2A cos[(2o>/— (DT\ — o;T2)/2]cos[o>(ri — T ? ) / 2 ] , where the second cosine factor 
relates the fading to the "delay spread," A T = X\ - r2. An important issue 
here is the frequency dependence of the fade. As illustrated in Fig. 4.7, small 
delay spreads yield a relatively flat fade, whereas large delay spreads introduce 
considerable variation in the spectrum. 

In a multipath environment, many signals arrive at the receiver with dif­
ferent delays, yielding rms delay spreads as large as several microseconds and 
hence fading bandwidths of several hundreds of kilohertz. Thus, an entire 
communication channel may be suppressed during such a fade. 
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(a) Flat and (b) frequency-selective fading. 

Large delay spreads introduce another difficulty as well: if the delay 
spread is comparable with the bit period of the digital modulating waveform, 
then multiple replicas of the signal are received with different delays, giving 
rise to considerable intersymbol interference. 

Interleaving The nature of multipath fading and the signal processing 
techniques used to alleviate this issue is such that errors occur in clusters of 
bits. In order to lower the effect of these errors, the baseband bit stream in 
the transmitter undergoes '"interleaving" before modulation. An interieaver 
in essence scrambles the time order of the bits according to an algorithm known 
by the receiver [1]. Interleaving can also be viewed as a type of time diversity 
with no overhead (although it entails some latency). 

4.2 MULTIPLE ACCESS TECHNIQUES 

4.2.1 Time- and Frequency-Division Duplexing 

"Hie simplest case of multiple access is the problem of two-way communication 
by a transceiver, a function called "duplexing." In old walkie-talkies, for ex­
ample, the user would press the "Talk" button to transmit while disabling the 
receive path and release the button to listen while disabling the transmit path. 
This can be considered a simple form of "time-division duplexing" (TDD), 
whereby the same frequency band is utilized for both transmit (TX) and re­
ceive (RX) paths, but the system transmits for half of the time and receives for 
the other half. Illustrated in Fig. 4.8, TDD is usually performed fast enough to 
be transparent to the user. 

Another approach to duplexing is to employ two different frequenc) 
bands for the transmit and receive paths. Called "frequency-division duplex­
ing" (FDD) and shown in Fig. 4.9. this technique incorporates bandpass filters 
to isolate the two paths, allowing simultaneous transmission and reception. 
Since two such transceivers cannot communicate directly, the TX band must be 
translated to the RX band at some point. In wireless networks, this translation 
is performed in the base station. 
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TDD Command 

Figure 4.8 Time-division duplexing. 

It is instructive to contrast the two duplexing methods by considering their 
merits and drawbacks. In TDD, an RF switch with a loss less than 1 dB follows 
the antenna to alternately enable and disable the TX and RX paths. Even 
though the transmitter output power may be 100 dB above the receiver input 
signal, the two paths do not interfere because the transmitter is disabled during 
reception. Furthermore, TDD allows direct ("peer-to-peer") communication 
between two transceivers, an especially useful feature in short-range, local area 
network applications. I"he primary drawback of TDD is that the strong signals 
generated by all of the nearby mobile transmitters fall in the receive band, thus 
desensitizing the receiver. 

In FDD systems, the two front-end bandpass filters are combined to form 
a "duplexer filter." While making the receivers immune to the strong signals 
transmitted by other mobile units, FDD suffers from a number of issues. First, 
components of the transmitted signal that leak into the receive band are atten­
uated by typically only about 50 dB. Second, owing to the trade-off between 
the loss and the quality factor of filters, the loss of the duplexer is typically 
quite higher than that of a TDD switch. Note that a loss of, say, 3 dB in the 
RX path of the duplexer raises the overall noise figure by 3 dB (Chapter 2) and 
the same loss in the TX path of the filter means that only 50% of the signal 
power reaches the antenna. While providing acceptable isolation between the 
TX and RX paths, typical duplexers indeed exhibit a loss of 2 to 3 dB. 
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Figure 4.9 Frequency-division duplexing. 
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Another issue in FDD is the spectral leakage to adjacent channels in the 
transmitter output. This occurs when the power amplifier is turned on and off 
to save energy or when the local oscillator driving the modulator undergoes a 
transient. By contrast, in TDD such transients can be timed to end before the 
antenna is switched to the power amplifier output. 

Despite the above drawbacks. FDD is employed in many RF systems, 
particularly in cellular communications, because it isolates the receivers from 
the signals produced by mobile transmitters. 

4.2.2 Frequency-Division Multiple Access 

In order to allow simultaneous communication among multiple transceivers. 
the available frequency band can be partitioned into many channels, each of 
which is assigned to one user. Called frequency-division multiple access (Fig. 
4.10). this technique should be familiar within the context of radio and televi­
sion broadcasting, where the channel assignment does not change with time. 
In mulliple-user. two-way communications, on the other hand, the channel as­
signment may remain fixed only until the end of the call; after the user hangs up 
the phone, the channel becomes available to others. Note that in FDM A with 
FDD. two channels arc assigned to each user, one for transmit and another for 
receive. 

Channel Channel 
1 N 

GO 

Figure 4.10 Frequency-division multiple access. 

Tlte relative simplicity of FDMA made it the principal access method 
in early cellular networks, called 'analog FM" systems. However, in FDMA 
the minimum number of simultaneous users is given by the ratio of the total 
available frequency band and the width of each channel, often translating into 
insufficient capacity in crowded areas. 

4.2.3 Time-Division Multiple Access 

In another implementation of multiple-access networks, the same band is avail­
able to each user but at different times (time-division multiple access). Illus­
trated in Fig. 4.11, TDM A periodically enables each of the transceivers for a 
time slot (7"5/). The overall period consisting of all of the time slots is called 
a frame (7>). In other words, every 7> seconds, each user finds access to the 
channel for Tsi seconds. 
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Figure 4.11 Time-division multiple access. 

What happens to the data (e.g., voice) produced by all other users while 
only one user is allowed to transmit? To avoid loss of information, the data is 
stored ("buffered") for 7"/.- — Tsj seconds and transmitted as a burst during one 
time slot (hence the term "TDMA burst"). Since buffering requires the data to 
be in digital form, TDMA transmitters perform A/D conversion on the analog 
input signal. Digitization also allows speech compression and coding. 

TDMA systems have a number of advantages over their FDMA counter­
parts. First, as each transmitter is enabled for only one time slot in every frame, 
the power amplifier can be turned off during the rest of the frame, thus saving 
considerable power. In practice, settling issues require that the PA be turned on 
slightly before the actual time slot begins. Second, since digitized speech can be 
compressed in time by a large factor, the required communication bandwidth 
can be smaller and hence the overall capacity larger. Equivalently, as com­
pressed speech can be transmitted over a shorter time slot, a higher number of 
users can be accommodated in each frame. Third, even with FDD, the TDMA 
bursts can be timed such that the receive and transmit paths in each transceiver 
are never enabled simultaneously. 

The need for A/D conversion, digital modulation, time slot and frame 
synchronization, etc.. makes TDMA more complex than FDMA. With the 
advent of VLSI DSPs, however, this drawback is no longer a determining factor. 

In most actual TDMA systems, a combination of TDMA and FDMA is 
utilized. In other words, each of the channels depicted in Fig. 4.10 is time shared 
among many users. 
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4.2.4 Code-Division Multiple Access 

Our discussion of FDMA and TDMA implies that the transmitted signals in 
these systems avoid interfering with each other in either the frequency domain 
or the time domain. In essence, the signals are orthogonal in one of these do­
mains. A third method of multiple access allows complete overlap of signals in 
both frequency and time, but employs "orthogonal messages" to avoid inter­
ference. This can be understood with the aid of an analogy [3]. Suppose manv 
conversations are going on in a crowded party. To minimize crosstalk, different 
groups of people can be required to speak in different pitches(!) (FDMA), or 
only one group can be allowed to converse at a time (TDMA). Alternatively, 
each group can be asked to speak in a different language. If the languages are 
orthogonal (at least in nearby groups) and the voice levels are roughly the same, 
then each listener can "tune in" to the proper language and receive information 
while all groups talk simultaneously. 

Direct-Sequence CDMA In "code-division multiple access," different 
languages are created by means of orthogonal digital codes. At the beginning of 
communication, a certain code is assigned to each transmitter/receiver pair, and 
each bit of the baseband data is "translated" to that code before modulation. 
Shown in Fig. 4.12(a) is an example, where each baseband pulse is replaced 
with an 8-bit code by multiplication. A method of generating orthogonal codes 
is based on Walsh's recursive equation 

Wi = 0 (4.4) 

where \V,t is derived from W„ by replacing all the entries with their comple­
ments. For example, 

•() 0 
W7 = 

L0 iJ-
Fig. 4.12(b) shows examples of 8-bit Walsh codes (i.e., each row of IV8). 

(4.6) 
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Figure 4.12 (a) Encoding operation in DS-CDMA; (b) examples of Walsh code. 
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In the receiver, the demodulated signal is decoded by multiplying it by 
the same Walsh code. In other words, the receiver correlates the signal with the 
code to recover the baseband data. 

How is the received data affected when another CDMA signal is present? 
Suppose two CDMA signals X\ (f) and X2(t) are received in the same frequency 
band. Writing the signals as XBB\ ( 0 • W| (f) and Xfmiit) • W2{r). where W\ (t) 
and W2(t) are Walsh functions, we express the output of the demodulator as 
y(t) =[xBB\(t).W1(t)+XBM(t).W2(t)].Wi(t). Thus, if H',(f) and W2(t) are 
exactly orthogonal, then y(t) = XBB\(0 • W\(t). In reality, however, X\(t) and 
x2(t) may experience different delays, leading to corruption of yd) by XBBIU)-

Nevertheless, for long codes the result appears as random noise. 
The encoding operation of Fig. 4.12(a) increases the bandwidth of the data 

spectrum by the number of pulses in the code. This may appear in contradiction 
to our emphasis thus far on spectral efficiency. However, since CDMA allows 
the widened spectra of many users to fall in the same frequency band (Fig. 4.13), 
this access technique has no less capacity than do FDMA and TDMA. In fact, 
CDMA can potentially achieve a higher capacity than the other two [4]. 
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Figure 4.13 Overlapping spectra in CDMA. 

CDMA is a special case of "spread spectrum" (SS) communications, 
whereby the baseband data of each user is spread over the entire available 
bandwidth. In this context. CDMA is also called "direct-sequence" SS (DS-SS) 
communication, and the code is called the "spreading sequence" or "pseudo­
random noise/" To avoid confusion with the baseband data, each pulse in the 
spreading sequence is called a "chip," and the rate of the sequence is called the 
"chip rate." Thus, the spectrum is spread by the ratio of the chip rate to the 
baseband bit rate. 

It is instructive to reexamine the above decoding operation from a spread 
spectrum point of view (Fig. 4.14). Upon multiplication by W-\(t), the desired 
signal is "despread." with its bandwidth returning to the original value. The 
unwanted signal, on the other hand, remains spread even after multiplication 
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Figure 4.14 Desprcading operation. 

because of its low correlation with W[(t). For a large number of users, the 
spread spectra of unwanted signals can be viewed as white Gaussian noise. 

An important feature of CDMA is its soft capacity limit [1]. While in 
FDMA and TDMA the maximum number of users is fixed once the channel 
width or the time slots are defined, in CDMA increasing the number of users 
only gradually (linearly) raises the noise floor [1]. 

A critical issue in DS-CDMA is power control. Suppose, as illustrated in 
Fig. 4.15, the desired signal power received at a point is much lower than 
that of an unwanted transmitter.1 for example, because the latter is at a 
shorter distance. Even after despreading. the strong interferer greatly raises 
the noise floor, degrading the reception of the desired signal. For multiple 
users, this means that one high-power transmitter can virtually halt commu­
nications among others, a problem much less serious in FDMA and TDMA. 
For this reason, when many CDMA transmitters communicate with a receiver, 
they must adjust their output power such that the receiver senses roughly equal 
signal levels. To this end, the receiver monitors the signal strength correspond­
ing to each transmitter and periodically sends a power adjustment request to 
each one. Since in a cellular system users communicate through the base sta­
tion, rather than directly, the latter must handle the task of power control. The 
received signal levels are controlled to be typically within 1 dB of each other. 

Desired 
Signal 

Interferer 

(0 

Figure 4.15 Effect of strong interferer in CDMA. 

1 This situation arises in our party analogy if two people speak much more loudly than others. 
Even with different languages, communication becomes difficult. 
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While adding complexity to the system, power control generally reduces 
the average power dissipation of the mobile unit. To understand this, note 
that without such control, the mobile must always transmit enough power to 
be able to communicate^with the base station, whether path loss and fading 
are significant or not. Thus, even when the channel has minimum attenuation, 
the mobile unit produces the maximum output power. With power control, on 
the other hand, the mobile can transmit at low levels whenever the channel 
conditions improve. This also reduces the average interference seen by other 
users. 

Frequency-Hopping CDMA Another type of CDMA that has begun to 
appear in RF communications is "frequency hopping" (FH). Illustrated in Fig. 
4.16, this access technique can be viewed as FDMA with pseudorandom channel 
allocation. The carrier frequency in each transmitter is "hopped" according to a 
chosen code (similar to the spreading codes in DS-CDMA). Thus, even though 
the short-term spectrum of a transmitter may overlap with those of others, 
the overall trajectory of the spectrum, i.e., the PN code, distinguishes each 
transmitter from others. Nevertheless, occasional overlap of the spectra raises 
the probability of error. 

I 

Figure 4.16 Frequency-hopping CDMA. 

Due to rare overlap of spectra, frequency hopping is somewhat similar 
to FDMA and hence more tolerant of different received power levels than is 
direct-sequence CMDA. However, FH may require relatively fast settling in 
the control loop of the oscillator shown in Fig. 4.16, an important design issue 
studied in Chapter 8. 

4.3 WIRELESS STANDARDS 

From our study of modulation and multiple access techniques, we can see that 
making a phone call in a wireless system entails a great many complex opera­
tions. Furthermore, the existence of nonidealities such as noise and interference 
mandates a precise specification of communication parameters, for example. 



Sec. 4.3 Wireless Standards 111 

SNR, BER. occupied bandwidth, and extraneous emissions. A wireless stan­
dard defines all the details and constraints that govern the design of transceivers 
used in a wireless system.2 While providing the "boundary conditions," such a 
standard does not specify how the actual transmit and receive paths must be im­
plemented, allowing some flexibility in the choice of transceiver architectures 
(Chapter 5). 

I n this section, we study the "air interface" of a number of standards used 
in cellular and cordless phone systems. 

4.3.1 Advanced Mobile Phone Service 

Among the earliest wireless standards, Advanced Mobile Phone Service 
(AMPS) employs FDMA with analog FM and FDD. Partitioned into 30-kHz 
channels, the transmit and receive bands of the mobile phone are 824-849 MHz 
and 869-894 MHz, respectively [Fig. 4.17(a)]. Thus, the system can support ap­
proximately 830 users simultaneously/ The 20-MHz separation between the 
two bands allows the use of relatively low loss duplexer filters [Fig. 4.17(b)]. 
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Figure 4.17 (a) AMPS air interface, (b) duplexer characteristics. 

The documentation ot some standards is several thousand pages long. 

In reality, only half of these are given to each long-distance carrier. 
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In addition to the voice channel, AMPS requires control and supervisory 
signals to initiate, maintain, and terminate a call. These signals are transmitted 
over the same channel and are described in [1]. 

4.3.2 North American Digital Standard 

As the first digital cellular system in the United States. North American Digital 
Cellular (NADC) system employs TDMA with TT/4-DQPSK and FDD [Fig. 
4.18(a)]. Designed to be compatible with AMPS. NADC uses the same transmit 
and receive bands with 30-kHz channel spacing while providing six times the 
capacity of AMPS. The bit rate in each channel is 48.6 kb/s. 
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Figure 4.18 NADC (a) air interface, (b) frame structure, (c) TX and RX time slots. 

The TDMA frame structure used in NADC is illustrated in Fig. 4.18(b) 
[1]. Each frame is 1944 bits (40 ms) long and consists of 6 time slots, and each 
time slot carries approximately 260 bits of data along with 64 bits of control 
and synchronization information. Note that, as shown in Fig. 4.18(c), the trans­
mit and receive time slots are offset by 1.85 ms [5]. This significantly relaxes 
transceiver design issues such as leakage of the transmitted signal to the receive 
band and desensitization of the low-noise amplifier by the power amplifier. 

Most first-generation digital phones in the United States actually operate 
with both AMPS and NADC to provide a wider coverage for users. Called 
dual-mode AMPS/NADC systems, these phones are designed according to 
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Interim Standard 54 (IS-54). developed by the Electronic Association and the 
Telecommunication Industry Association. 

For details of control signals and interleaving in IS-54, the reader is re­
ferred to [ 1 ]. 

4.3.3 Global System for Mobile Communication 

Originally developed as a unified wireless standard for Europe, GSM4 has 
become the most widely used cellular standard in the world. In addition to 
regular phone calls, GSM supports many other services such as facsimile and 
ISDN [1]. making the mobile phone a versatile communicator. 

The GSM standard is a TDMA/FDD system using GMSK modulation, 
with a transmit band of 890-915 MHz and a receive band of 935-960 MHx 
[Fig. 4.19(a)]. Accommodating eight time-multiplexed users, each channel is 
200 kHz wide, and the data rate per user is 270 kb/s. The TDM A frame struc­
ture is depicted in Fig. 4.19(b). Each frame is 4.615 ms long and consists of 8 time 
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Figure 4.19 GSM (a) air interface and (b) frame structure. 

GSM originally stood for Groupe Speciale Mobile. 
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slots each carrying 114 bits of data along with other control and training bits. 
Similar to NADC the TX and RX time slots are offset by three time slots 
so that the transmitter and the receiver do not operate simultaneously. The 
total capacity of the system is given by the number of channels in the 25-MHz 
bandwidth and the number of users per channel, approximately 1000. 

GSM employs a variety of data and control channels. The reader is re­
ferred to [1 ] for details. 

4.3.4 Qualcomm CDMA 

A wireless standard based on direct-sequence CMDA has been proposed by 
Qualcomm, Inc.. and adopted for the North America as IS-95. Using FDD, 
the air interface employs the same transmit and receive bands as those in IS-54 
(Fig. 4.20). In the mobile unit, the 9.6 kb/s baseband data is spread to 1.23 MHz 
and subsequently modulated using OQPSK. The link from the base station 
to the mobile unit, on the other hand, incorporates QPSK modulation. The 
logic is that the mobile must use a power-efficient modulation scheme (Chapter 
3), whereas the base station transmits many channels simultaneously and must 
therefore employ a linear power amplifier regardless of the type of modulation. 
In both directions, IS-95 requires coherent detection, a task accomplished by 
transmitting a relatively strong "pilot tone" (e.g., unmodulated carrier) at the 
beginning of communication to establish phase synchronization. 
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Figure 4.20 IS-95 air interface. 

In contrast to the other standards studied above. IS-95 is substantially 
more complex, incorporating many techniques to increase the capacity while 
maintaining a reasonable signal quality. We briefly describe some of the fea­
tures here. For more details, the reader is referred to [3. 6. 7]. 

Power Control As mentioned in Section 4.2.4, in CDMA the power 
levels received by the base station from various mobile units must differ by 
no more than approximately 1 dB. In IS-95, the output power of each mobile 
is controlled by an open-loop procedure at the beginning of communication 
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so as to perform a rough, but fast adjustment. Subsequently, the power is set 
more accurately by a closed-loop method. For open-loop control, the mobile 
measures the signal power it receives from the base station and adjusts its trans­
mitted power so that the sum of the two (in dB) is approximately —73 dBm. If 
the receive and transmit paths entail roughly equal attenuation, k dB. and the 
power transmitted by the base station is Pbs, then the mobile output power Pm 

satisfies the following: P/}s —k+Pm = —73 dBm. Since the power received by 
the base station is Pm — k, we have Pm — k — —73 dBm —Pbs, a well-defined 
value because P/>s is usually fixed. The mobile output power can be varied by-
approximate ly 85 dB in a few microseconds. 

Closed-loop power control is also necessary because the above assump­
tion of equal loss in the transmit and receive paths is merely an approximation. 
In reality, the two paths may experience different fading because they operate 
in different frequency bands. To this end. the base station measures the power 
level received from the mobile unit and sends a feedback signal requesting 
power adjustment. This command is transmitted once every 1.25 ms to ensure 
timely adjustment in the presence of rapid fading. 

Frequency and Time Diversity Recall from Section 4.1 that multipath 
fading is often frequency selective, causing a notch in the channel transfer 
function that can be several kilohertz wide. Since IS-95 spreads the spectrum 
to 1.23 MHz, it provides frequency diversity, exhibiting only 25% loss of the 
band for typical delay spreads [3J. 

IS-95 also employs time diversity to use multipath signals to advantage. 
This is accomplished by performing correlation on delayed replicas of the re­
ceived signal (Fig. 4.21). Called a "rake receiver," such a system combines 
the delayed replicas with proper weighting factors, aj. to obtain the maximum 
signal-to-noise ratio at the output. That is, if the output of one correlator is 
corrupted, then the corresponding weighting factor is reduced and vice versa. 

Rake receivers are a unique feature of CDMA. Since the chip rate is much 
higher than the fading bandwidth, and since the spreading codes are designed 
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Figure 4.21 Rake receiver. 
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to have negligible correlation for delays greater than a chip period, multipath 
effects do not introduce intersymbol interference. Thus, each correlator can be 
synchronized to one of the multipath signals. 

Variable Coding Rate The variable rate of information in human speech 
can be exploited to lower the average number of transmitted bits per second. 
In IS-95, the data rate can vary in four discrete steps: 9600, 4800, 2400, and 
1200 b/s. This arrangement allows buffering slower data such that the trans­
mission still occurs at 9600 b/s but for a proportionally shorter duration. For 
example, if the speech rate is 2400 b/s, then data can be accumulated for 50% 
of the time and transmitted only for the other 50%. This approach further 
reduces the average power transmitted by the mobile unit, both saving battery 
and lowering interference seen by other users. 

Soft Handoff Recall from Section 4.1 that when the mobile unit is as­
signed a different base station, the call may be dropped if the channel center 
frequency must change (e.g.. in IS-54 and GSM). In CDMA, on the other hand, 
all of the users in one cell communicate on the same channel. Thus, as the mo­
bile unit moves farther from one base station and closer to another, the signal 
strength corresponding to both stations can be monitored by means of a rake 
receiver. When it is ascertained that the nearer base station has a sufficiently 
strong signal, the hand-off is performed. Called "soft handoff," this method can 
be viewed as a "make-before-break" operation. The result is lower probability 
of dropping calls during handoff. 

4.3.5 Digital European Cordless Telephone 

The Digital European Cordless Telephone (DECT) standard was originally 
adopted as a cordless phone framework in Europe. The flexibility of this stan­
dard , however, has made it attractive for a wide range of applications. Designed 
to allow connection to other systems such as GSM. DECT provides mobility 
to local area network users, for example, in buildings. 

Using TDMA/FDMA, DECT operates with TDD in the frequency band 
1880 MHz to 1900 MHz [Fig. 4.22(a)]. Time-shared among eight users, each 
channel is 1.73 MHz wide, yielding a total capacity of 120. The modulation 
scheme is Gaussian frequency shift keying (GFSK), a type of GMSK. 

Shown in Fig. 4.22(b) is the DECTTDMA frame structure. It consists of 
24 time slots (12 for transmit and 12 for receive) with a total duration of 10 ms. 
Each time slot contains 32 preamble bits, 388 data bits, and 60 guard bits. 

In contrast to cellular standards, DECT aims at low cost and low power 
in the design of the portable phone rather than spectral efficiency. For exam­
ple, the wide channel spacing simplifies the design of frequency synthesizers 
(Chapter 8). 
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Figure 4.22 DECT (a) air interface and (b) frame structure. 
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TRANSCEIVER 
ARCHITECTURES 

Our study of multiple access techniques and standards in Chapter 4 treated 
wireless systems at the mobile station level. In this chapter, we move down 
to the transceiver architecture level. Complexity, cost, power dissipation, and 
the number of external components have been the primary criteria in selecting 
transceiver architectures. As IC technologies evolve, however, the relative 
importance of each of these criteria changes, allowing approaches that once 
seemed impractical to return as plausible solutions. 

In this chapter, we describe heterodyne, homodyne, image-reject, digital-
IF, and subsampling receivers and direct-conversion and two-step transmitters. 
While, at present, only a few of these architectures are used in actual products, 
a detailed treatment of their design issues and trade-offs helps determine their 
potential for emerging applications. 

To provide a view of the state of the art, we conclude this chapter with a 
study of five specific RF products currently used in wireless systems. 

5.1 GENERAL CONSIDERATIONS 

The wireless communications environment, especially in urban areas, is often 
called "hostile" because it imposes severe constraints upon transceiver design. 
Perhaps the most important constraint is the limited spectrum allocated to each 
user (e.g., 30 kHz in IS-54 and 200 kHz in GSM). From Shannon's theorem, this 
translates to a limited rate of information, mandating the use of sophisticated 
techniques such as coding, compression, and bandwidth-efficient modulation, 
even for voice signals. 

The narrow bandwidth available to each user also impacts the design 
of the RF section. As depicted in Fig. 5.1, the transmitter must employ nar­
rowband modulation, amplification, and filtering to avoid leakage to adjacent 
channels, and the receiver must be able to process the desired channel while 
sufficiently rejecting strong neighboring interferers. 
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Figure 5.1 (a) Transmilter and (b) receiver front ends of a wireless transceiver. 

To gain a better feeling about the difficulty of interference rejection, sup­
pose a 900-MHz receiver incorporates a bandpass filter to select a 30-kHz chan­
nel while rejecting interfering channels 60 kHz away (Fig. 5.2). If a simple 
second-order LC filter is to provide 60 dB of attenuation at 45 kHz from the 
center, then its equivalent Q is on the order of 107. a value difficult to achieve 
even in such filters as surface acoustic wave (SAW) devices. It is important to 
note that typical fillers exhibit a trade-off between the loss and the Q. Now 
recall from Chapter 2 that a lossy circuit "magnifies'* the noise figure of the 
succeeding stage by the attenuation factor. For example, if in Fig. 5.1(b) the 
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Figure 5.2 Rejection required of a hypothetical front-end bandpass filler. 
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bandpass filter has a loss of 2 dB and the LNA a noise figure of 2 dB, the overall 
noise figure rises to 4 dB. Thus, the choice of the BPF is governed by both 
the out-of-band rejection and the in-band loss, with the latter being the more 
critical parameter. 

It is important to distinguish between the band and the channel: the for­
mer includes the entire spectrum in which the users of a particular standard are 
allowed to communicate (e.g.. the GSM receive band spans 935 MHz to 960 
MHz), whereas the latter refers to the signal bandwidth of only one user in the 
system (e.g., 200 kHz in GSM). We also apply the terms ""band selection" and 
"channel selection" to the operations that reject out-of-band interferers and 
out-of-channel (usually in-band) interferers, respectively. The above calcula­
tion of the Q indicates that a practical front-end BPF can only select the band 
of interest, postponing the task of channel selection to some other point in the 
receiver (Fig. 5.3). 
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Figure 5.3 Band selection at the front end of a receiver. 

We should also note that the transfer function of front-end filters has a 
finite transition bandwidth. Shown in Fig. 5.4 is an example where the out-of-
band rejection at 20 MHz offset with respect to the receive band is approxi­
mately equal to 30 dB. In other words, an interferer appearing at this frequency 
is attenuated by only 30 dB, a critical issue in the design of both the receive 
path and the frequency synthesizer (Chapter 8). 
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Figure 5.4 Typical duplexer characteristic. 
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Since large in-band interferers accompany the received signal even after 
the front-end BPF. the nonlinearity of the following stages, particularly that of 
the low-noise amplifier and the mixer, becomes important. As explained in 
Chapter 2 and illustrated in Fig. 5.5, odd-order nonlinearities yield intermod-
ulation products that fall in the desired channel. As third-order distortion is 
usually dominant, the I PT, of each stage must be sufficiently high to avoid cor­
ruption of the signal by the intermodulalion products. Although distorting the 
amplitude, this effect is important even if the signal carries information only in 
its phase or frequency, because the zero-crossing points of the desired signal 
are corrupted by the intermodulation product. 
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Figure 5.5 Effect of nonlinearity in the front end. 

The loss of the front-end BPF also impacts the transmit path. If the power 
amplifier generates 1 W, then an attenuation of 2 dB in the filter translates to 
370 mW loss of power, more than the typical power consumed by the entire 
receive path! The BPF must therefore exhibit minimal in-band loss while ad­
equately suppressing the harmonics and out-of-band spurious components of 
the transmitted signal. 

The above observations also indicate the importance of controlled spec­
tral regrowth through proper choice of the modulation scheme and the power 
amplifier (Chapter 3). The out-of-channel intermodulation products created 
by the PA cannot be suppressed by the BPF and must be acceptably small by 
design. 

Another important concern in the design of transceivers is the dynamic 
range of the signals. With multipalh fading and path loss, the required dynamic 
range for the received signal is typically greater than 1(K) dB. As the minimum 
detectable signal is in the microvolt range, not only the input noise of the 
receiver but also cross-talk become critical. An interesting example arises in 
FDD systems when the finite attenuation of the transmitted signal in the receive 
band is considered. As illustrated in Fig. 5.6. if the TX power amplifier delivers 
1 W to a 50-Q antenna, the peak-to-peak voltage swing at the antenna is equal 
to 20 V. Thus, from the duplexer characteristic of Fig. 5.4. we note that the 
leakage to the receive path is on the order of 30 mV/>p (ss —26 dBm). Since 
the LNA 1-dB compression point is in the vicinity of —25 dBm, the leakage 
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Figure 5.6 Desensitization of LNA by PA output leakage. 

signal may significantly desensitize the LNA. As explained in Chapter 4. NADC 
and GSM systems avoid this issue by offsetting the transmit and receive time 
slots, but analog FDD standards such as AMPS require high isolation. 

At the other extreme of the dynamic range, the receiver may experience 
large signals, for example, amplitudes as high as several hundred millivolts, if it 
is close to a transmitter. While the signal amplitude is not critical per se in PM 
and FM systems, the receive path must still process the signal correctly. This 
issue often leads to the use of automatic gain control (AGC). 

The last general issue relates to power amplifiers. In recent generations 
of RF transceivers, the PA is periodically turned on and off to save power. 
However, the large current drawn by the PA (a peak value of several amperes) 
introduces tremendous noise in the supplies and, with typical battery output 
impedances, may change the battery voltage by several hundred millivolts. For 
this reason, noise immunity and supply rejection of all of the building blocks 
become important. 

5.2 RECEIVER ARCHITECTURES 

5.2.1 Heterodyne Receivers 

As mentioned above, filtering a narrow channel that is centered at high fre­
quencies and is accompanied by large interferers demands prohibitively high 
j2's. In heterodyne1 architectures, the signal band is translated to much lower 
frequencies so as to relax the Q required of the channel-select filter. Illus­
trated in Fig. 5.7(a). the translation is carried out by means of a mixer, which 
in this chapter is viewed as a simple analog multiplier. To bring the center 
frequency from co\ to a>2. the signal is first mixed with a sinusoid AQ COScotf, 

In this book, we do not distinguish between heterodyne and superheterodyne architectures. 
The term heterodyne derives from hetero (different) and dyne (to mix). 
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where COQ = co\ — a>2, thereby yielding a band around a>i and another around 
2co\ — a>2- A low-pass filter then removes the latter. This operation is called 
"downconversion mixing" or simply "downconversion." Because of its typi­
cally high noise, the downconversion mixer is preceded by a low-noise amplifier 
[Fig. 5.7(b)]. The sinusoid is generated by a local oscillator, and its frequency 
will be hereafter denoted by co^Q (= a>o in Fig. 5.7). 
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Figure 5.7 (a) Simple heterodyne downconversion. (b) inclusion of an LNA to 
lower the noise figure. 

Called the "intermediate frequency" (IF), the center of the downcon-
verted band (coi) is a critical parameter, bearing trade-offs with many other 
aspects of the performance. This will be explained below. 

Problem of Image How are the LO frequency and the IF chosen? The 
principal consideration here is the "image frequency." To understand the is­
sue, note that a simple analog multiplier does not preserve the polarity of the 
difference between its two input frequencies, i.e., for x\{t) = A\ cosa>\t and 
*2(0 = M cosa)2t, the low-pass filtered product of X\(t) and xj{t) is of the 
form cosier — coi)t, no different from cos(o>2 — u>\)t• Thus, in a heterodyne 
architecture, the bands symmetrically located above and below the LO fre­
quency are downconverted to the same center frequency (Fig. 5.8). If the 
received band of interest is centered around co\ (= oi^o — (Off), then the 
image is around 2coj_o — (*>i(= WLO + w / r ) and vice versa. 
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Figure 5.8 Problem of image in heterodyne reception. 

The problem of image is a serious one. While each wireless standard 
imposes constraints upon the signal emissions by its own users, it may have 
no control over the signals in other bands. The image power can therefore be 
much higher than that of the desired signal, requiring proper "image rejection." 

The most common approach to suppressing the image is through the use 
of an "image-reject filter." placed before the mixer. As depicted in Fig. 5.9, the 
filter is designed to have a relatively small loss in the desired band and a large 
attenuation in the image band, two requirements that can be simultaneously 
met if Icon-- is sufficiently large. 
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Figure 5.9 Image rejection by means of a filter. 

How large can 2a>i^ be? Recall that the premise in a heterodyne archi­
tecture is to translate the center frequency to a sufficiently low value so that 
channel selection by means of practical filters becomes feasible. However, as 
Icoip increases, so does the center of the downconverted band, requiring a 
higher Q in the IF filter. Shown in Fig. 5.10 are two cases corresponding to 
high and low values of IF so as to illustrate the trade-off. A high IF leads to 
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Figure 5.10 Rejection of image versus suppression of interferers for (a) high IF and (b) low 
IF. 

substantial rejection of the image whereas a low IF allows great suppression 
of nearby interferers. The choice of IF therefore depends on trade-offs among 
three parameters: the amount of image noise, the spacing between the desired 
band and the image, and the loss of the image-reject filter. To minimize the 
image, we can either increase the IF or tolerate greater loss in the filter while 
increasing its Q. Since the gain of the LNA is typically less than 15 dB, the 
filter loss should not exceed a few dB. reducing the trade-off to one between 
the image noise and the value of IF. 

From the above discussion, we infer that the heterodyne architecture of 
Fig. 5.9 exhibits a trade-off between image rejection and channel selection. 
Since the image degrades the sensitivity of the receiver, we say the choice of 
the IF entails a trade-off between sensitivity and selectivity. 

Two other factors influence the choice of the IF: the availability and the 
physical size of filters for different frequencies. Employing SAW or crystal 
devices, these filters have been used at certain frequencies, e.g., 10.7 MHz (in 
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FM radios). 71 MHz. etc., and hence can be less costly than if they must be 
designed for other frequencies. Furthermore, to reduce the form factor of 
portable systems, smaller filters and hence higher IFs are more attractive. 

An important drawback of the heterodyne architecture is that the image-
reject filter is usually realized as a passive, external component. This fur­
thermore requires that the preceding stage—the LNA—drive the 50-ft input 
impedance of the filter, inevitably leading to more severe trade-offs between 
the gain, noise figure, stability, and power dissipation in the amplifier (Chapter 
6). In FDD systems, the duplexer may also serve to reject the image if the IF 
is high, thereby allowing direct connection of the LNA to the mixer. 

The local oscillator frequency, oiio, can be either higher or lower than 
the center of the desired band. Called "high-side injection" and "low-side 
injection."2 respectively, the two cases entail different issues. On the one hand, 
it is desirable to use the latter so as to minimize the LO frequency and hence 
facilitate the design of the oscillator (Chapter 7). On the other hand, if the 
image bands below and above the desired band exhibit different amounts of 
noise (for example, one is used for low signal level communications and the 
other for a high-power wireless standard), then coto must be chosen so as to 
avoid the noisy image band. 

Problem of Half IF An interesting effect in heterodyne receivers is the 
"half IF" problem |3]. Suppose, as shown in Fig. 5.11. in addition to the desired 
band around coin. an interferer at (aJin+aj/.o)/2, i.e.. half of the IF from the de­
sired band toward the LO frequency, is also received. If in the downconversion 
path, the interferer experiences second-order distortion and the LO contains 
a significant second harmonic as well, then the IF output exhibits a component 
at |(a>;n + OJLO) — 2WLO\ = <*>IF- Another possibility is that the interferer is 
translated to {ioxn — U)LQ)J2 — </->//•/2 and subsequently undergoes second-
order distortion in the baseband, causing its second harmonic to fall into the 
downconverted band of interest. 
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Figure 5.11 Problem of half IF in heterodyne reception. 

These have also been called "supradyne" and "infradyne," respectively. 



Sec. 5.2 Receiver Architectures 127 

In order to suppress the half-IF phenomenon, second-order distortion 
in the RF and IF paths must be minimized, and a 50% LO duty cycle must 
be maintained. It may also be necessary that the image-reject filter achieve 
sufficient attenuation at (o)m + Q)LO)/2-

Dual-IF Topology The trade-off between sensitivity and selectivity in 
the simple heterodyne architecture of Fig. 5.7 often proves quite severe: if the 
IF is high, the image can be suppressed but complete channel selection is diffi­
cult, and vice versa. To resolve this issue, the concept of heterodyning can be 
extended to multiple downconversions, each followed by filtering and amplifi­
cation. Illustrated in Fig. 5.12, this technique performs partial channel selection 
at progressively lower center frequencies, thereby relaxing the Q required of 
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Figure 5.12 Dual-IF heterodyne receiver. 
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each filter. Most of today's RF receivers employ two stages of downconversion, 
hence the name "dual-IF." Note that the second downconversion entails the 
problem of image as well. For narrow-channel standards such as IS-54, the 
second IF is often equal to 455 kHz whereas for wide-channel applications 
such as DECT, it may be several megahertz. Nevertheless, these numbers vary 
greatly in present systems. 

Recall from Chapter 2 that in a cascade of gain stages the noise figure is 
most critical in the front end and the linearity in the back end. Thus, an opti­
mum design scales both the noise figure and the IP? of each stage according 
to the total gain preceding that stage. Now suppose the receiver of Fig. 5.12 
exhibits a total gain of. say. 40 dB from A loG. If the two IF filters provided no 
channel selection, the / Py of the IF amplifier would need to be more than 40 
dB higher than that of the LNA, e.g., in the vicinity of +30 dBm. However, it is 
difficult to achieve such high linearity with reasonable noise, power dissipation, 
and gain, especially if the circuit must operate from a low supply voltage. In 
practice, since each IF filler suppresses adjacent channel interferers to some 
extent, the linearity required of the stages following that filter is relaxed pro­
portionally. This is sometimes loosely stated as "every dB of gain requires one 
dB of prefiltering." 

Shown in Fig. 5.12 are the spectra at different points in the dual-IF re­
ceiver. The front-end filter selects the band while providing some image re­
jection as well. After amplification and image-reject filtering, the spectrum 
at point C is obtained. A sufficiently linear mixer then translates the desired 
channel and the adjacent interferers to the first IF. Partial channel selection in 
BPF3 permits the use of a second mixer with reasonable linearity. Next, the 
spectrum is translated to the second IF. and BPF4 suppresses the interferers to 
acceptably low levels. 

What happens at the second IF? In analog FM systems, the demodulation 
is performed at this frequency, thus reproducing the analog baseband signal. 
In digital modulation systems, the second downconversion typically generates 
both in-phase (I) and quadrature (Q) components of the signal while translating 
the spectrum to zero frequency (Fig. 5.13). (This is sometimes called a "single-
IF" topology because it does not include a second intermediate frequency.) 

Since the received signal suffers from multipath fading and ISI, it is con­
verted to digital form after I/O detection for further processing. Depending 
on the interference rejection of the filters and the gain range provided by the 
AGC circuit, the resolution of A/D converters required here varies between 
approximately 4 and 10 bits. 

Our analysis of heterodyne architectures indicates that the choice of the 
NFt IP3, and gain of each stage in the receive path depends on those of the 
preceding and following stages, thereby demanding considerable iteration at 
the architecture and circuit levels to arrive at an acceptable distribution of gain 
in the receiver building blocks. Moreover, as described in Chapter 6, each mixer 
generates many spurious components whose frequencies are related to those 
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Figure 5.13 Quadrature downconversion. 

of the RF and IF signals and the oscillators. Some of these components may 
fall in the desired channel, degrading the signal quality. Thus, the "frequency 
planning" of the receiver plays a key role in the overall performance that can 
be achieved. 

The selectivity and sensitivity of the heterodyne architecture have made it 
the dominant choice in RF systems for many decades. Despite the complexity 
and the need for a large number of external components, heterodyning is still 
viewed as the most reliable reception technique. 

5.2.2 Homodyne Receivers 

In our study of heterodyne receivers, the reader may have wondered why the RF 
spectrum is not simply translated to the baseband in the first downconversion. 
Called "homodyne," "direct-conversion." or "zero-IF" architecture,3 this type 
of receiver entails vastly different issues from heterodyne topologies. 

Shown in Fig. 5.14 is a simple homodyne receiver, where the LO frequency 
is equal to the input carrier frequency. Note that channel selection requires 
only a low-pass filter with relatively sharp cutoff characteristics. Hie circuit of 
Fig. 5.14(a) operates properly only with double-sideband AM signals because 
it overlaps positive and negative parts of the input spectrum. For frequency-
and phase-modulated signals, the downconversion must provide quadrature 
outputs [Fig. 5.14(b)] so as to avoid loss of information. This is because the two 
sides of FM or QPSK spectra carry different information and must be separated 
into quadrature phases in translation to zero frequency. 

The simplicity of the homodyne architecture offers two important advan­
tages over a heterodyne counterpart. First, the problem of image is circum­
vented because a>jf = 0. As a result, no image filter is required, and the LNA 
need not drive a 50-£2 load. Second, the IF SAW filter and subsequent down-
conversion stages are replaced with low-pass filters and baseband amplifiers 
that are amenable to monolithic integration. 

" The term homodyne, stemming from homo (same) and dyne (to mix), has been historically 
used for only coherent reception. We do not make this distinction here. 
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Figure 5.14 (a) Simple homodyne receiver, (b) homodyne receiver with 
quadrature downconversion. 

If the homodyne architecture is so simple, why has it not become popular 
in RF systems? Direct translation of the spectrum to zero frequency entails a 
number of issues that do not exist or are not as serious in a heterodyne receiver. 

Channel Selection Rejection of out-of-channel interferers by an ac­
tive low-pass filter is more difficult than by a passive filter, fundamentally be­
cause active filters exhibit much more severe noise-linearity-power trade-offs 
than do their passive counterparts. The baseband processing in each branch of 
Fig. 5.14(b) can assume one of the three permutations shown in Fig. 5.15 [6]. 
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Figure 5.15 Three permutations of baseband functions. 
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In Figure 5.15(a), a low-pass filter suppresses out-of-channel interferers, 
allowing A\ to be a nonlinear, high-gain amplifier and the ADC to have a 
moderate dynamic range (roughly 4 to 8 bits depending on the gain control 
in the RF domain and the type of modulation.) However, the low-pass filter 
imposes tight noise-linearity trade-offs. 

The second permutation, shown in Figure 5.15(b), relaxes the LPF noise 
requirements while demanding a higher performance in the amplifier. A lin­
earized one-stage differential amplifier may be employed here to provide some 
gain before channel filtering. Furthermore, another amplifier may be inter­
posed between the LPF and the ADC to overcome the noise of the latter. 

The third permutation. Figure 5.15(c). suggests the possibility of channel 
filtering in the digital domain. In this case, the ADC must both achieve a high 
linearity so as to digitize the signal with minimal intermodulation of interferers 
and exhibit a thermal and quantization noise floor well below the signal level, 
which may be in the range of a few hundred microvolts. 

DC Offsets Since in a homodyne topology the downconverted band 
extends to zero frequency, extraneous offset voltages can corrupt the signal 
and, more importantly, saturate the following stages. To understand the origin 
and impact of offsets, consider the receiver shown in Fig. 5.16, where the LPF is 
followed by an amplifier and an A/D converter. Let us make two observations. 
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Figure 5.16 Self-mixing of (a) LO signal, (b) a strong interferer [5]. 

First, the isolation between the LO port and the inputs of the mixer and 
the LNA is not infinite; that is, a finite amount of feedthrough exists from the 
LO port to points A and B [Fig. 5.16(a)]. Called "LO leakage," this effect 
arises from capacitive and substrate coupling and, if the LO signal is provided 
externally, bond wire coupling. The leakage signal appearing at the inputs of 
the LNA and the mixer is now mixed with the LO signal, thus producing a DC 
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component at point C. This phenomenon is called "self-mixing." A similar 
effect occurs if a large interferer leaks from the LN A or mixer input to the LO 
port and is multiplied by itself [Fig. 5.16(b)]. 

Second, the total gain from the antenna to point X is typically around 
80 to 100 dB so as to amplify the microvolt input signal to a level that can be 
digitized by a low-cost, low-power ADC. Of this gain, typically 25 to 30 dB is 
contributed by the LNA/mixer combination. 

With the above observations, we can obtain a rough estimate of the offset 
resulting from self-mixing to appreciate the problem. Suppose in Fig. 5.16(a) 
the LO signal has a peak-to-peak swing of 0.63 V (% 0 dBm in a 50-Q system) 
and experiences an attenuation of 60 dB as it couples to point A. If the gain of 
the LNA/mixer combination is 30 dB, then the offset produced at the output of 
the mixer is on the order of 10 mV. We also note that the desired signal level at 
this point can be as low as approximately 30 fxVrms- Thus, if directly amplified 
by the remaining gain of 50 to 70 dB, the offset voltage saturates the following 
circuits, thereby prohibiting the amplification of the desired signal. 

The problem of offset is exacerbated if self-mixing varies with time. This 
occurs when the LO signal leaks to the antenna and is radiated and subse­
quently reflected from moving objects back to the receiver. For example, when 
a car moves at a high speed, the reflections may change rapidly. Under these 
conditions, it may be difficult to distinguish the time-varying offset from the 
actual signal. 

From the above discussion, we infer that homodyne receivers require 
some means of offset cancellation. While high-pass filtering may seem the 
natural solution here [4], two issues oppose the use of this technique. First, as 
explained in Chapter 3. the spectrum of many commonly used signals exhibits a 
peak at the zero frequency; that is. it contains substantial energy (information) 
near dc. For a 200-kHz channel, if the high-pass filter removes only the band 
from 0 to 20 Hz. the bit error rate rises to above H)--" [5], indicating the need for 
a very low corner frequency. Second, in addition to demanding prohibitively 
large capacitors, this method also fails to track fast variations in the offset 
voltage, performing only a coarse cancellation. 

The problem of offset can be alleviated using one of two techniques. 
First, the baseband signal in the transmitter can be encoded such that, after 
modulation and downconversion, it contains little energy near DC. Called "DC-
free coding." this is particularly suited to wideband channels, for example, in 
DECT, where a few kilohertz of the channel can be wasted with no significant 
drop in the data rate. 

The second technique is to exploit the idle time intervals in digital wireless 
standards to carry out offset cancellation. Shown in Fig. 5.17 is an example, 
where a capacitor stores the offset between consecutive TDMA bursts, while 
introducing a virtually zero corner frequency during the reception of data. For 
a typical TDMA frame of a few milliseconds, offset cancellation is performed 
with sufficient frequency to take into account variations due to moving objects. 
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Figure 5.17 Simple offset cancellation in a TDMA system. 

In practice, the thermal noise due to S\ in Fig. 5.17 that is stored on 
the capacitor (kT/C noise) is significant, mandating large values for C\. For 
example, if a l-/u Vrm5 signal received at the antenna experiences a gain of 30 
dB before offset cancellation, then C\ must be at least 200 pF so that ^JkT'jC 
remains 15 dB below the signal level. For I and Q channels using differential 
circuits, this requires four large capacitors. However, if the offset is canceled 
after baseband preamplification [Fig. 5.15(b)], the value of the offset-storage 
capacitors can be reduced. 

A general difficulty with offset cancellation in a receiver is that interferers 
may be stored along with offsets. This occurs because, as explained above, 
reflections of the LO signal from nearby objects must be included in offset 
cancellation, and hence the antenna cannot be disconnected (or "shorted") 
during this period. While the timing of the actual signal (the TDMA burst) is 
well defined, interferers can appear any time. A possible approach to alleviating 
this issue is to sample the offset (and the interferer) several times and average 
the results. 

We should also note that the problem of offset is much less severe in 
heterodyne architectures. Since the first LO frequency is not equal to the input 
carrier frequency, self-mixing may arise only for interferers [Fig. 5.16(b)], and 
dc offsets thus generated can be removed because the IF signal is far from zero 
frequency. Furthermore, in analog FM systems the second IF is nonzero and in 
digital modulation systems signal amplification and (partial) channel filtering at 
the first IF simplify the removal of the offset after the second downconversion. 

I/Q Mismatch As shown in Fig. 5.14(b). for phase and frequency modu­
lation schemes, a homodyne receiver must incorporate quadrature mixing. This 
requires shifting either the RF signal or the LO output by 90° (Fig. 5.18). As 
explained later in this chapter and in Chapter 7, shifting the RF signal generally 
entails severe noise-power-gain trade-offs, making it more desirable to use the 
topology in Fig. 5.18(b). In either case, the errors in the nominally 90° phase 
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Figure 5.18 Quadrature generation in (a) RF path, (b) LO path. 

shift, and mismatches between the amplitudes of the I and Q signals corrupt 
the downconverted signal constellation, thereby raising the bit error rate. Note 
that, as shown in Fig. 5.19, all sections in the I and Q paths contribute gain and 
phase error. 
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Figure 5.19 l/Q mismatch contributions by various stages. 

To gain more insight into the effect of I/O imbalance, suppose the received 
signal ,tjn(/) = a coscoct + b sin o)Ct, where a and 6 are either —1 o r+1 . Now-
let us assume that the I and Q phases of the LO signal are 

XLOjif) = 2(l + 0COsUrf + - J 

xio,Q(t) = 2^1 - -) sin (co(t - - J , 

(5-1) 

(5.2) 
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where the factor 2 is included to simplify the results and e and 9 represent 
amplitude and phase errors, respectively. Multiplying xm{t) by the two LO 
phases and low-pass filtering the results, we obtain the following baseband 
signals: 

XBBJU) = a ( \ + - J cos - - b (l + - ) sin -

*BB,Q(t) = -a (l - -) sin - + b ( l - €-\ 
6 

„ , cos - . 
2 / 2 

(5.3) 

(5.4) 

( 

I 

o 

o 
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i 
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—.9" 

(a) (b) 
Figure 5.20 Effect of I/Q mismatch on QPSK signal constellation: (a) gain error, 
(b) phase error. 

Fig. 5.20 shows the resulting signal constellation with finite e or 9. This effect 
can be better seen by examining the downconverted QPSK signals in the time 
domain (Fig. 5.21). Gain error simply appears as a nonunity scale factor in 
the amplitude. Phase imbalance, on the other hand, corrupts each channel by 
a fraction of the data pulses in the other channel, in essence degrading the 
signal-to-noise ratio if the I and Q data streams are uncorrelated. 

«. 

(a) (b) 
Figure S.21 Effect of I/Q mismatch on a demodulated QPSK wavefom: (a) gain error. 
(b) phase error. 



136 Chap. 5 Transceiver Architectures 

In practice, it is desirable to maintain the amplitude mismatch below 1 
dB and phase error below 5°, but these bounds depend on the type of modu­
lation [7]. 

While heterodyne architectures may also employ I/Q downconversion in 
the last stage (Fig. 5.13), their mismatch requirements are much more relaxed. 
This is for two reasons. First, since the frequency at which I and Q phases 
are separated is about one to two orders of magnitude lower than that in ho-
modyne counterparts, the two paths are much less sensitive to mismatches in 
parasitics. Also, in IC design, the lower frequency allows the use of large de­
vices to improve the matching without excessive power dissipation. Second, 
in heterodyne receivers, the signal is amplified by approximately 50 to 60 dB 
before I/Q separation, requiring only one or two more stages afterwards. By 
contrast, each channel of a homodyne architecture incorporates several stages 
of gain and filtering, each of which contributes mismatches. We should also 
note that heterodyne topologies can perform the I/Q separation in the digital 
domain to avoid mismatch issues (Section 5.2.4) whereas homodyne receivers 
cannot. 

The problem of I/Q mismatch has been an obstacle in discrete imple­
mentations, but it tends to improve as monolithic integration embraces more 
sections of homodyne architectures. Furthermore, since mismatches vary neg­
ligibly with time, signal processing techniques may be utilized to correct the 
points in the constellation. 

Even-Order Distortion While only odd-order distortion has thus far 
been considered a source of interference (Chapter 2), even-order nonlinearity 
also becomes problematic in homodyne downconversion. Suppose, as illus­
trated in Fig. 5.22, two strong interferers close to the channel of interest expe­
rience a nonlinearity such as y(t) = cc\x(t) + ci2X2(t) in the LNA. If x(t) = 
A\ cosco\t + Ai coso>it. then y(t) contains a term, aiA\ Aj cos(aj] — u)2)t, in­
dicating that two high-frequency interferers generate a low-frequency beat in 
the presence of even-order distortion. Upon multiplication by cosco^ot in an 
ideal mixer, such a term is translated to high frequencies and hence becomes 
unimportant. In reality, however, mixers exhibit a finite direct feedthrough 
from the RF input to the IF output. This is because, as explained in Chapter 
6, mixers typically suffer from some asymmetry and their operation can be 
viewed as VRf{t)(a + A COSCOLOO, where a is a constant. Thus, a fraction of 
VRF(0 appears at the output with no frequency translation. In typical differ­
ential mixers, the beat signal is attenuated by only 30 to 40 dB as it couples to 
the output. 

The problem of even-order distortion can be studied from another point 
of view. Suppose in addition to phase or frequency modulation, the received sig­
nal exhibits some amplitude modulation as well. This could arise from filtering 
in the transmitter (Chapter 3) or disturbance and fading during propagation. 
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Figure 5.22 Effect of even-order distortion on interferers. 

If A'in(r) = (A + € cos a)mt)(a cos coct + £ sin cue0. where ecoswmr repre­
sents a low-frequency amplitude-modulating signal, then second-order distor­
tion yields a term such as (a2+b2) Ae cos com t. Since this term is the modulating 
signal translated to the baseband, it is often said that even-order distortion de­
modulates AM components. As mentioned above, this signal passes through 
the mixer with finite attenuation, thereby corrupting the downconverted signal 
of interest. 

In our illustration here, we have assumed that only the LNA exhibits 
even-order distortion. In practice, the mixer RF port may also suffer from the 
same effect, requiring special attention in the design because the signals applied 
to the mixer are amplified by the LNA and can create significant distortion. 

Second-order distortion can be characterized using the "second-order 
intercept point," / / Y fa a manner similar to the definition of I PT, (Chapter 
2), two equal-amplitude interferers are applied at the input and their low-
frequency beat signal is observed at the output. Plotting the beat signal power 
versus the input power and extrapolating the results yield the I Pi. 

Can we use differential LNAs and mixers to suppress even-order distor­
tion? Two issues must be considered here. First, the antenna and the duplexer 
filter are usually single-ended because they must operate with single-ended 
power amplifiers in the transmit path. Thus, a means of converting the re­
ceived signal to differential form is necessary. The difficulty is that such means, 
for example, transformers, typically exhibit several decibels of loss at high fre­
quencies, thus directly raising the overall noise figure. Second, if the LNA is 
designed as a differential circuit, it requires higher power dissipation than a 
single-ended counterpart to achieve a comparable noise figure. 

Flicker Noise As mentioned earlier, the gain through the front-end 
LNA and mixer is typically around 30 dB, yielding baseband signal levels in the 
range of tens of microvolts. The input noise of the following stages, e.g.. ampli­
fiers and filters, is therefore still critical. In particular, since the downconverted 
spectrum extends to zero frequency, the 1/f noise of devices substantially cor-
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rupts the signal, a severe problem in MOS implementations. For this reason, 
it is desirable to achieve a relatively high gain in the RF range, for example, 
through the use of active mixers rather than passive mixers (Chapter 6). 

The effect of flicker noise can be reduced by a combination of techniques. 
As the stages following the mixer operate at relatively low frequencies, they 
can incorporate very large devices to minimize the magnitude of the flicker 
noise. Moreover, periodic offset cancellation, e.g., between TDMA bursts, 
also lowers noise components below approximately l / 7c , where Tc denotes 
the time between consecutive offset cancellation instances.4 In addition, if DC-
free coding is employed, the downconverted signal and hence the noise can be 
high-pass filtered. 

LO Leakage In addition to introducing DC offsets, leakage of the LO 
signal to the antenna and radiation therefrom creates interference in the band 
of other receivers using the same wireless standard. The design of the wire­
less standard and the regulations of the Federal Communications Commission 
(FCC) impose upper bounds on the amount oiin-band LO radiation, typically 
between —50 and —80 dBm. 

5.2.3 Image-Reject Receivers 

The trade-offs governing the use of image-reject filters in heterodyne architec­
tures have motivated RF designers to seek other techniques of suppressing the 
image. In this section, we describe two such techniques. 

Before studying these architectures, we need to define a "shift-by-90n" 
operation. A narrowband signal is shifted by 90° if its spectrum is multiplied by 
G(co) = —jsgn(co), where sgn(aj) is the signum (or sign) function/ Depicted 
in Fig. 5.23, this operation converts sin cot to — cos cot and cos cot to sin cot; that 
is, it replaces t with t — 774, where T is the signal period. Note that for a real 
signal, the shifted version remains real but experiences different phase changes 
at negative and positive frequencies. 

How can a signal be shifted by 90° ? Figure 5.24 shows an RC-CR network 
often utilized for this purpose. Here, for a sinusoidal input with frequency co, 
the phase shifts of VOuti(0 and Vout2(0 are equal to 7r/2 — tan~l(RCco) and 
— tan -1 {RCco), respectively. Thus, Vout| and Vout2 have a 90° phase difference 
at all frequencies. We return to this circuit in Chapter 7. 

This effect is called "correlated double sampling" in analog design. 

' Multiplication by Giw) is equivalent to taking the Hilbert transform. 
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Figure 5.23 Shift by 90 : in (a) time and (b) frequency domain. 

The idea in image-reject architectures is to process the signal and the 
image differently, allowing cancellation of the image by its negated replica. 
The distinction between the signal and the image is possible because the two 
lie on different sides of the LO frequency. 
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Figure 5.24 Shift-by-90^ network. 

Hartley Architecture An image-reject architecture originating from a 
single-sideband (SSB) modulator introduced by Hartley in 1928 [8] is illustrated 
in Fig. 5.25. Hartley's circuit mixes the RF input with the quadrature phases of 
the local oscillator, sin u>iot and cos a>iot, low-pass filters the resulting signals, 
and shifts one by 90" before adding them together. To understand the underly­
ing principle, suppose the input signal is.vU) = Anf cosojRFt + Aim cosa>jmi. 
where the first term represents the desired channel and the second term the 
image. Without loss of generality, we assume low-side injection: CORF —<*>LO = 
o*LO~ Mim • Multiplying x(t) by the LO phases and neglecting high-frequency 
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Figure 5.25 Hartley image-reject receiver. 

components, we obtain the following signals at points A and B. respectively: 

ARF Ai,n 

XA(J) = ——sm((Oi_o ~ u>RF)t + — sin(a;Lo - coiw)t (5.5) 

f. Af>f Ajm 

XB(t) = ——cos{(oLO - (t)RF)t + —-cos(coi_o - coim)t. (5.6) 

Writing (5.4) as 

* A ( 0 = =~ smicDRF - (!>Lo)t + —^-sin(<wz.<? - coim)t (5.7) 

and utilizing the result in Fig. 5.23(a), we have 

xc(t) = + 
>RF 

COS((DRF - (*>L0)t -
ltm cos(o>Lo - coim)t. (5.8) 

Upon additon of .\\-it) and -Vjj(f), we obtain Am- CQS{COLO — <^>RF)^ at the 
output. Thus, the RF signal is downconverted with no corruption by the image. 
The key point here is that the signal components at B and C have the same 
polarity, whereas the image components have opposite polarities. This occurs 
because the 90 shift operation distinguishes between oiio — OJRF < 0 and 
(OLO - GHm > 0-

Hartley's circuit can also be analyzed graphically. Suppose the input 
signal consists of a desired band and its image (Fig. 5.26). Convolving the input 
spectrum with those of sin COLOI and cos a>Lot and low-pass filtering the results, 
we obtain the spectra at points A and B, XA{CO) and XB(CO). respectively. In 
XA (W), ±y denotes multiplication of the corresponding part of the spectrum 
by the same number. The 90c phase shift operation multiplies the negative-
frequency part of XA( a>) by +j and the positive-frequency part by —j, thereby 
producing the Xcifo) shown. The sum of Xc(&>) and Xjj(co) is therefore free 
from the image. 

We should note that in practice the 90' phase shift is replaced with a +45 
shift in one path and a —45 shift in the other (Fig. 5.27). 

file:////-it
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Figure 5.26 Graphical analysis of Hartley architecture. 

The principal drawback of Hartley's architecture is its sensitivity to 
mismatches. If the LO phases are not in exact quadrature or the gains and 
phase shifts of the upper and lower paths in Fig. 5.27 are not identical, then 
the cancellation illustrated above is incomplete and the image corrupts the 
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Figure 521 Image-reject receiver with split phase shift stages. 
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downconverted signal. To better understand this effect, let us perform the 
calculation leading to (5.8) with the assumption that the LO phases are given 
by ALQ sina>z,of and {ALQ + e) cos(a>Lot + 0), where e and 0 denote the 
amplitude mismatch and phase imbalance, respectively. The waveforms at 
points A and B of Fig. 5.25 are then equal to6 

M ALOARF . 

A to Ajm 
+ sm(coLO - (Dim)t (5.9) 

ART 
xB(t) = {AL0 + €)—-cos[(coLO - coRF)t + 0] 

+ (AL0 + e)-£-coa[<fi)L0 - 6Hm)t + e\. (5.10) 

It follows that 

TAcc A:™ 
(5.11) [ Anf Ajm 

—-QOS{0)L0 - <ORF)t — COS(WZ,0 - COim)t 

Addition of xR (t) and XQ ( 0 yields both the desired signal and a fraction of the 
downconverted image: 

r . . {ALQ + c)ARF 

XsigiO = cos[(<wto - coRF)t + 8] 

ALOARF 
+ cos(o>LO - a>RF)t (5.12) 

. . (AL0 + €)Aim 
Xim(t) = ~ C0$[(C0L0 - COim)t + 9] 

AioAim 

- cos((oLO - a}im)t. (5.13) 

Let us now calculate the image-to-signal ratio at the output, i.e.. the ratio 
of the average power of jcim(f), P,m , to the average power of xSig(t), PSig: 

Pim A]m (ALO + €)2 - 2ALO(ALO + Qcosfl + A2
LO 

Psig °Ul ' A2
RF (AL0 + e)2 + 2AL0(ALO + e)cos6 + A2

LO' 

Noting that A2
m/A2

RF is the image-to-signal ratio at the input, we define the 
"image rejection ratio" (IRR) as Pjm/Psig divided by A2

m/A2
RF 

A2 - 2ABcos6 + B2 

IRR = —; r , (5.15) 
A2 +2ABco$0 + B2 K ' 

The reader may notice that xA(t) and XB(0 have a dimension of (volt)2. Mixers entail a 
proportionality factor to generate proper output dimensions. 
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where the quantities A = A/_o and B = Aio + € embody the two different 
gains of the channels. For e <5C A^Q and 0 <SC 1 rad, (5.15) can be reduced to 

(AA/A)2 +6>2 

IRR = ; — , (5.16) 
4 

where AA/A = e/A^o denotes the relative gain mismatch and 0 is expressed 
in radians. 

The above analysis includes only the gain and phase mismatch of the LO 
signal. The reader can show that small mismatches in the mixers, LPFs, the two 
ports of the adder, and additional errors due to the 90c shift stage in Fig. 5.25 
can all be lumped in the quantities AA/A and 9 of Eq. (5.16). For typical 
matching in integrated circuits, image suppression falls in the range of 30 to 40 
dB [9. 10], indicating a possible combination of 0.2 to 0.6 dB of gain mismatch 
and 1 to 5= of phase imbalance. 

A critical issue in the Hartley architecture is the gain mismatch resulting 
from the 90 phase shift operation. In Fig. 5.27, for example, the two phase shift 
stages exhibit equal gains only at coff — l/(RC). Thus, for a given w//-, a gain 
imbalance arises if the absolute value of R and C varies with the temperature or 
the process. Specifically, if the resistors are equal to R + AR and the capacitors 
equal to C + AC, the relative gain imbalance is 

A A (R + AR)(C + AOOJ - 1 1 

A J\ + (R + AR)2(C + AC)2co2 Vl + R2C2a>2 

Since in the vicinity of Gffjr, RCco % 1. we have 

AA AR/R + AC/C 1 

A sjl + AR/R 4- AC/C " V2 

(5.17) 

(5.18) 

AR AC 

For example, AR/R = 20% limits the image rejection to only 20 dB. 
The gain mismatch between the two phase shift stages of Fig. 5.27 can also 

arise from frequency deviation. This is because complete image cancellation 
occurs at only COIF = 1/(RC). For example, if the channel bandwidth is not 
much less than cu/p. then IRR degrades substantially near the edges of the 
channel. 

How much image suppression is adequate? In most RF applications, the 
overall suppression must be around 60 to 70 dB. Now recall that the front-
end filter in a transceiver also provides appreciable attenuation at the image 
frequency if the IF is relatively high. Thus, with proper choice of the IF, an 
image-reject architecture may achieve the required overall suppression, pro­
vided the gain error expressed by (5.19) is sufficiently small. Note, however, 
that matching requirements in this topology are still much more stringent than 
those in homodyne receivers. 
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Monolithic implementation of the Hartley architecture entails other is 
sues as well. First, since the low-pass filters in Fig. 5.25 cannot easily suppres: 
strong interferes in the neighboring channels, the linearity of the adder is crit 
ical, imposing additional noise-power trade-offs. Second, the loss and noise of 
90° stage (e.g., the circuit of Fig. 5.24) are typically quite significant. 

Weaver Architecture In the Hartley architecture, we noted that quadra­
ture downconversion followed by a 90c phase shift produces in the two paths 
the same polarities for the desired signal and opposite polarities for the image. 
Illustrated in Fig. 5.28, the Weaver architecture [11] replaces the 90° stage by a 
second quadrature mixing operation to perform essentially the same function. 
Without loss of generality, we assume a>i <3C co\- As shown in Fig. 5.29, the 
spectrum at point A is convolved with j[8(co + a>i) — 8(cu — a>2)]/2, yielding 
at point C the translated replicas with no factor j . Similarly, the spectrum at 
point B is convolved with [S(co + (02) +S(io — o>2)]/2 and hence is translated 
both up and down in frequency. Subtracting the spectrum at point C from 
that at point D, we note that the replicas of the image that fall in the band 
of interest cancel each other, yielding the desired signal with no corruption. 
Since the downconverted spectrum still contains the image at +o>2 + <*>IF

 an£J 
—a>2 — cojf, an output low-pass filter is required to select only the desired band. 

\Ty~*~Outf Output 
+ A 

D 

Figure 5.28 Weaver image-reject receiver. 

The two L O frequencies, u>\ and o>2, in Fig. 5.28 can be chosen in dif­
ferent ways. For the case illustrated in Fig. 5.29. where the final spectrum is 
not centered around zero frequency, the second mixing operation entails the 
problem of "secondary image." To understand this issue, suppose the input 
spectrum contains an interferer at 2o>2 — co^ + 2w; (Fig. 5.30). Upon the first 
downconversion, the interferer appears at 2o>2 — com + a>\, that is, as the image 
of the signal with respect to o>i- In the second downconversion, the interferer 
is not canceled because it is originally on the same side of <OUJ\ as the desired 
signal. For this reason, the low-pass filters in Fig. 5.28 must, in fact, be replaced 
with bandpass filters to suppress the secondary image. 
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The LO frequencies may also be chosen so as to translate the spectrum 
to the baseband. \.e.'co\ ± &>2 = <Ojn, thereby avoiding the issue of secondary 
image and also alleviating some of the problems in homodyne architectures. In 
particular, since co\ can be relatively far from coin, the leakage of the first LO 
to the main input is much less serious and dc components due to self-mixing 
can be removed by bandpass filters. Such filters also remove low-frequency 
components generated by second-order distortion in the signal path. Moreover, 
if sufficient gain is provided at the intermediate frequency and in the second 
set of mixers, the flicker noise of the baseband stages becomes negligible. 

The Hartley and Weaver architectures share one problem: incomplete im­
age rejection due to gain and phase mismatch. The Weaver circuit is free from 
the gain imbalance described by (5.19), but it suffers from the secondary image 
if the second downconversion translates the spectrum to a nonzero frequency. 
Also, harmonics of the second LO frequency may downconvert unfiltered in­
terferes from the first IF to the second. 

5.2.4 Digital-IF Receivers 

In the dual-IF heterodyne architecture of Fig. 5.12. low-frequency operations 
such as the second set of mixing and filtering can be performed more efficiently 
in the digital domain. Shown in Fig. 5.31 is an example where the first IF 
signal is digitized, "mixed" with the quadrature phases of a digital sinusoid, 
and low-pass filtered to yield the quadrature baseband signals. This approach 
is sometimes called a "digital-lF architecture." Note that digital processing 
avoids the problem of I and Q mismatch. 
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Figure 5.31 Digital-IF receiver. 

The principal issue in this approach is the performance required of the 
A/D converter. Since the signal level at point A in Fig. 5.31 is typically no 
higher than a few hundred microvolts, the quantization and thermal noise of 
the ADC must not exceed a few tens of microvolts. Furthermore, if the first IF 
bandpass filter cannot adequately suppress adjacent interferes, the nonlinear-
ity of the ADC must be sufficiently small to minimize corruption of the signal 
by intermodulation. Also, the ADC dynamic range must be wide enough to 
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accommodate variations in the signal level due to path loss and multipath fad­
ing. Additionally, the ADC must achieve an input bandwidth commensurate 
with the value of IF while consuming a reasonable amount of power. 

"The above requirements make it difficult to employ a Nyquist-rate ADC 
in the digital-IF architecture. Typical IF values of 50 to 200 MHz mandate 
sampling rates in the range of 100 to 400 MHz. and linearity, noise floor, and 
dynamic range requirements may necessitate resolutions greater than 14 bits. 
Such performance cannot be obtained in today's A/D converters even if cost 
and power dissipation are not critical. 

The ADC performance limitation can be partially alleviated by noting 
that most ADCs incorporate sample-and-hold circuits and hence can perform 
downconversion. Called the "sampling IF" architecture, such a configuration is 
depicted in Fig. 5.32, where the ADC samples the signal at a rate slightly below 
/// . . The spectrum of the downconverted. digitized signal thus lies around 
flF — fs- This operation is followed by quadrature mixing and filtering to 
translate the spectrum to the baseband. 

IF 

cgHj»j[^ /T\ 
I v t*-t8

 r 
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Figure 5.32 Sampling IF architecture. 

While relaxing the ADC sampling rate by a factor of 2, this technique still 
requires a combination of prohibitively high speed and high linearity. Never­
theless, it is utilized in base stations where many channels must be received and 
processed simultaneously. 

Digital IF and sampling IF architectures have not been used in portable 
terminals because of ADC performance limitations. Their potential, however, 
has made them the subject of active research [12,14,13]. 

5.2.5 Subsampling Receivers 

In our discussion of receivers thus far, we have assumed that the (first) LO 
frequency is in the vicinity of the RF band. Alternatively, the RF input can 
be sampled at a much lower rate because narrowband signals exhibit only a 
small change from one carrier cycle to the next. Called "subsampling." the 

Some of the signal level variation can be corrected through the use of AGC in the analog 
domain. 
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Figure 5.33 Subsampling in (a) time and (b) frequency domains. 

idea is that a bandpass signal with bandwidth A / can be translated to a lower 
band if sampled at a rate equal to or greater than 2A/ . As illustrated in 
Fig. 5.33 for ideal sampling, this operation creates replicas of the spectrum with 
no aliasing. 

Owing to the large reduction in the downconversion rate, the use of sub-
sampling can simplify the design of the local oscillator and its associated syn­
thesizer loop. Compared to an RF mixer, the sampling circuit itself may also 
benefit from somewhat relaxed trade-offs. 

Despite these features, subsampling suffers from an important drawback: 
aliasing of noise. To understand this issue, consider the equivalent circuit of the 
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sampler of Fig. 5.34(a) (when the switch is on). This circuit must have a band­
width at least equal to the input frequency, /o, so that the signal experiences 
negligible attenuation. Thus, resistor Ron contributes significant noise compo­
nents ranging from dc to beyond ./o, depicted in Fig. 5.34(b) as a rectangular 
spectrum for simplicity. Performing the subsampling operation of Fig. 5.33(b) 
on this spectrum, we obtain the combined effect shown. Therefore, subsam­
pling by a factor m multiplies the downconverted noise power of the sampling 
circuit by a factor 2m. 
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Figure 5.34 (a) Equivalent circuit of a sampler, (b) aliasing of noise in 
subsampling. 

Subsampling also worsens the effect of noise in the sampling clock. It can 
be proved that the clock phase noise power is "amplified" by m2 [15]. 

5.3 TRANSMITTER ARCHITECTURES 

An RF transmitter performs modulation, upconversion, and power amplifica­
tion, with the first two combined in some cases. In contrast to the variety of 
approaches invented for RF reception, transmitter architectures are found in 
only a few forms. This is because issues such as noise, interference rejection, 
and band selectivity are more relaxed in transmitters than in receivers. 

Before studying transmitter architectures, we briefly look at the interface 
between the baseband signal and the RF section and that between the power 
amplifier and the antenna. 

Baseband/RF Interface Shown in Fig. 5.35 is the baseband/RF interface 
in an analog or digital FM system. Here, the baseband signal directly modulates 
the frequency of the carrier generated by a VCO. Recall from Chapter 3 that 
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the output spectrum of a frequency modulator depends on the amplitude and 
bandwidth of the modulating signal as well as the modulation index. Thus, the 
baseband signal is first "conditioned" by means of a filter and/or a variable-gain 
stage, compensating for manufacturing variations in the VCO characteristics. 
Also, since the oscillator frequency drifts with time and temperature, it must 
be stabilized by a feedback loop, i.e., a frequency synthesizer (Chapter 8). 

Baseband 
Signal 

Signal 
Conditioning A VCO 

Modulated 
Signal 

Figure 535 Baseband/RF interface in an FM system. 

In digital phase modulation systems, the interface between the baseband 
signal and the RF transmitter is more complex. From Chapter 3, we note that 
simple QPSK modulation can be performed as depicted in Fig. 5.36. In practice, 
however, the data pulses must be shaped to minimize intersymbol interference 
and/or limit the signal bandwidth (e.g., GMSK). Since pulse shaping in the ana­
log domain, especially at low frequencies, requires bulky filters, each incoming 
pulse is mapped to the desired shape by a combination of digital and analog 
techniques. Illustrated in Fig. 5.37 is an example [16, 17]. where the input pulse 
generates a sequence of addresses, e.g., it enables a counter, thereby producing 
a set of levels from two read-only memories (ROMs). These levels are subse­
quently converted to analog form, yielding the desired pulse shape at points A 
and B. 

Baseband 
Data ' 

Serial/Parallel 
Converter 

sma) L O f > > . 

coscoLOf \ l s 

Modulated 
' Signal 

i 
Figure 5.36 Baseband/RF interface in a quadrature modulation system. 

A special case of the above approach is the GMSK circuit shown in 
Fig. 5.38. Recall from Chapter 3 that a GMSK signal is represented as XQMSK ( 0 
= Acos[coct + (pk(t)]. where <pk(t) = f Efc(0 * p(t - kT)dt and h(t) is the 
impulse response of a Gaussian filter. Since the exact definition (and trunca­
tion) of h(t) impacts the channel bandwidth (i.e.. the adjacent channel power), 
digital implementation of the filter proves more accurate than an analog coun­
terpart. The phase produced by the filter, 0*- is then mapped to cos0£ and 
sin 4>k by means of two ROMs, and the results are converted to analog form 
according to XGMSK (0 = A. coscoct cos[0jt(O] — A sin toct sin[0*(f)]. 
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Figure 5.37 Baseband pulse shaping. 

An important issue in the modulators of Figs. 5.36 and 5.37 is the phase 
and gain mismatch of the I and Q paths. Similar to the I/Q mismatch effect 
in homodvne receivers, this imperfection leads to cross-talk between the two 
data streams modulated on the quadrature phases of the carrier. A common 
approach to quantifying the 1/Q mismatch in a transmitter is to apply two sig­
nals Vo sin comt and Vb cosa>inf to the I and Q input terminals and examine the 
spectrum produced by the adder. In the ideal case, the output in the band of 
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Figure 5.38 Baseband pulse shaping in GMSK systems. 
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interest is simply given by uOut(0 = Vosina>jnrsina>/.o' + V0cosa;jn/ cosw^o' 
= V[)COS(COLO — com)t. On the other hand, in the presence of a gain mismatch 
of e and phase imbalance of 9, 

Vomit) = Vn sin ojml sin to tot 

4- V0(l + €)coso>intcos{a)LOt + 6) (5.20) 

Vb 
** —[1 + (1 + Ocos#]cos(o>in - coLO)t 

- —(1 + €)sin0sin(coLO - coin)t 

- — [-1 + (1 + e) cos0] cos(win + <*>LO)t 

Vo 
- —(1 + e)smBsm(coLO + cov {)i (5.21) 

Thus, the power of the sideband at a>Lo + ojin divided by that of the sideband 
at COLO - Win >s 

P+ 1 - (1 + e)cos<9 + e 
— = (5 22) 
P_ 1 + (1 + e)cos0 + € 

serving as a measure of the 1 0 imbalance. In practice, the cross-talk between 
the two data streams becomes negligible if the above test yields an unwanted 
sideband about 30 dB below the desired signal. 

PA/Antenna Interface As explained in Section 4.1. the transmitter out­
put must pass through a duplexer filter or a TDD switch so that it can be sepa­
rated from the signal received by the antenna. Duplexer filters typically exhibit 
a loss of 2 to 3 dB, thus dissipating 30 to 50% of the PA output power in the form 
of heat. If the PA provides 1 W of power, then more than 300 mW is simply 
wasted in the filter. Since the PA efficiency rarely exceeds 50%, this wasted 
power corresponds to 600 mW drained from the supply, a value comparable 
with the power consumed by the rest of a typical transceiver! In TDD switches, 
on the other hand, the loss is between 0.5 and 1 dB. yielding substantially higher 
overall efficiency than in the case of FDD. 

5.3.1 Direct-Conversion Transmitters 

If the transmitted carrier frequency in Figs. 5.36 and 5.37 is equal to the local 
oscillator frequency, the architecture is called "direct conversion." In this case, 
modulation and upconversion occur in the same circuit. As shown in Fig. 5.39, 
the modulator is followed by a power amplifier and a matching network,8 whose 
role is to provide maximum power transfer to the antenna and filter out-of-band 

A bandpass filter may be interposed between the modulator and the PA lo suppress the 
harmonics. 
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Figure 5.39 Direct-conversion transmitter. 

components that result from the nonlinearities in the amplifier. Note that since 
the baseband signal is produced in the transmitter and hence is sufficiently 
strong, the noise of the mixers is much less critical here than in receivers. 

The architecture of Fig. 5.39 suffers from an important drawback: dis­
turbance of the transmit local oscillator by the power amplifier. Illustrated in 
Fig. 5.40. this issue arises because the PA output is a modulated waveform with 
high power and a spectrum centered around the LO frequency. Despite vari­
ous shielding techniques employed to isolate the VCO, the "noisy" output of 
the PA still corrupts the oscillator spectrum. This corruption occurs through a 
mechanism called "injection pulling" or "injection locking," described in Chap­
ter 7. The problem worsens if the PA is turned on and off periodically to save 
power. 

LO CO 

Figure 5.40 Leakage of PA output to oscillator. 

The phenomenon of LO pulling is alleviated if the PA output spectrum is 
sufficiently higher or lower than the oscillator frequency. For quadrature mod­
ulation schemes of Figs. 5.36 and 5.37. this can be accomplished by "offsetting" 
the LO frequency, that is, by adding or subtracting the output frequency of 
another oscillator [18]. Figure 5.41 shows an example where the output signals 
of VCO! and VCO2 are mixed and the result is filtered such that the carrier 
frequency is equal to co\ + o>2, far from either co\ or 0)2-
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Figure 5.41 Direct-conversion transmitter with offset LO. 

5.3.2 Two-Step Transmitters 

Another approach to circumventing the problem of LO pulling in transmitters 
is to upconvert the baseband signal in two (or more) steps so that the PA out­
put spectrum is far from the frequency of the VCOs. As an example, consider 
the circuit shown in Fig. 5.42. Here, the baseband I and Q channels undergo 
quadrature modulation at a lower frequency, oo\ (called the intermediate fre­
quency), and the result is upconverted to co\ + o>i by mixing and bandpass 
filtering. The first BPF suppresses the harmonics of the IF signal, while the 
second removes the unwanted sideband centered around a>\ — a>2-
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Figure 5.42 Two-step transmitter. 

An advantage of two-step upconversion over the direct approach is that 
since quadrature modulation is performed at lower frequencies, I and Q match­
ing is superior, leading to less cross-talk between the two bit streams. Also, a 
channel filter may be used at the first IF to limit the transmitted noise and spurs 
in adjacent channels. 
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The difficulty in two-step transmitters is that the bandpass filter following 
the second upconversion must reject the the unwanted sideband by a large 
factor, typically 50 to 60 dB. This is because the simple upconversion mixing 
operation produces both the wanted and the unwanted sidebands with equal 
magnitudes. Owing to the higher center frequency, this filter is typically a 
passive, relatively expensive off-chip device. 

5.4 TRANSCEIVER PERFORMANCE TESTS 

Today's high-performance transceivers must pass more than 100 tests, each of 
which subjects the system to an extreme condition that may occur when the 
transceiver operates in a realistic environment. In this section, we summarize a 
few important performance measurements that are commonly used in testing. 

Sensitivity and Dynamic Range In most systems, a minimum detectable 
signal level (in the absence of interferers) is specified. The GSM standard, for 
example, requires an MDS of -120 dBm with an SNR of 9 to 12 dB. The 3-dB 
variability in the SNR stems from the difference in the performance of various 
types of demodulators and baseband functions, but the objective is to obtain a 
BER of 10~3. From Section 2.4, 

PMDS = -174 dBm + 10 log B + NF + SNR, (5.23) 

suggesting a maximum noise figure of 7 to 10 dB. 
In addition to the overall noise figure and IIP}, several other character­

istics of transceivers impact the sensitivity and dynamic range. A common test 
examines the response of the system to blocking signals by measuring in-band 
intermodulation, out-of-band intermodulation. second-order intermodulation. 
cross modulation, and reciprocal mixing. The first four effects are illustrated 
in Fig. 5.43 for GSM [19], and the last is deferred to Chapter 7. Note that in 
each case the desired channel contains a —98-dBm signal. 

In Fig. 5.43(a), a -49-dBm unmodulated tone and a -50-dBm GMSK 
modulated tone are applied in the fourth and eighth adjacent channels. At 
the output of the receiver, the desired signal (simply called the carrier here) 
is corrupted by intermodulation and noise. In this test, the output carrier-to-
(noise + intermodulation) [C/(N + / ) ] must not fall below 9 dB. 

In Fig. 5.43(b), two out-of-band modulated tones with levels of —45 dBm 
and —35 dBm are spaced such that their upper intermodulation product falls in 
the desired channel while their second-order beat coincides with the IF band. 
Under these conditions, the C/(N + / ) of the IF signal must exceed 9 dB. 

In the cross-modulation test of Fig. 5.43(c), a —23-dBm out-of-band 
amplitude-modulated interferer is added to the input signal. The nonlinear-
ity of the receiver must be low enough to yield a C/{N + / ) of greater than 9 
dB. 
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Figure 5.43 Typical blocking tests in GSM. (a) In-band intermodulation, (b) 
out-of-band and second-order intermodulation, (c) out-of-band cross modulation. 

Unwanted Emissions The signal radiated by the antenna of a transmit­
ter must comply with strict rules imposed by both the wireless standard and the 
FCC. To ensure negligible radiation in adjacent channels, each standard usu­
ally defines a modulation "mask" below which the transmitter output spectrum 
must lie. GSM. for example, provides the mask shown in Fig. 5.44. 
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Figure 5.44 Modulation mask in GSM along with typical signal spectrum. 
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In addition to the modulation mask, wireless standards typically specify 
the relative adjacent channel power for the modulated signal (Chapter 4). The 
IS-54 and IS—95 standards require an ACP of less than —26 dBc and —42 dBc. 
respectively [1]. 

The output of a transmitter may also contain harmonics, spurs, and ther­
mal noise, potentially interfering with the users in other standards. Harmonica 
are generated in the modulator and the power amplifier while spurs arise from 
mixers, oscillators, and parasitic resonances and nonlinearities in the PA. In 
FDD systems such as AMPS, the output spurs that fall in the receive band 
are particularly troublesome because the front-end duplexer attenuates such 
components by only 50 to 60 dB. Similarly, the output thermal noise is critical 
because it raises the noise floor in the receive path [2]. It is interesting to note 
that the NADC and GSM systems have alleviated these two effects by offseting 
the transmit and receive time slots so that the transmitter and the receiver do 
not operate simultaneously (Chapter 4). 

5.5 CASE STUDIES 

In order to reinforce the transceiver design ideas and issues described thus 
far. we analyze in this section several actual products that are incorporated 
in wireless systems. Emphasizing monolithic integration, we begin with sim­
ple topologies and progress toward more sophisticated architectures. Other 
developments in RF transceivers are described in [20-26]. 

5.5.1 Motorola's FM Receiver 

The MC3362, manufactured by Motorola, Inc., is a dual-conversion FM re­
ceiver on a single chip [27]. Shown in Fig. 5.45 is the overall receiver including 
some of the required external components. In a typical application such as 
walkie-talkies or first-generation cordless phones, a 50-MHz signal received 
by the antenna passes through an LC matching network and is applied to the 
first downconversion mixer. Note that, for the sake of simplicity, neither an 
LNA nor an image-reject filter is used, but the matching network suppresses 
the image to some extent. Designed for a low-noise figure, the mixer is driven 
by an LC VCO that operates at 10.7 MHz below or above the input frequency. 
The resulting IF signal passes through a ceramic bandpass filter so as to reject 
interferers to some extent, allowing the use of a second mixer with reasonable 
noise figure and linearity. The second mixer is driven by a 10.245-MHz crystal 
oscillator, generating a second IF equal to 455 kHz. Another ceramic filter 
then completes the channel selection. At this point, the FM signal is still quite 
small, but it can be amplified nonlinear!) because intermodulation products 
resulting from interferers are negligible. Thus, a multistage "limiting" ampli­
fier (consisting of six cascaded differential pairs) raises the signal level such 
that it can drive the following FM demodulator. Note that amplification of 
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Figure 5.45 Simplified architecture of MC3362. 

the signal before demodulation is more power-efficient than after because the 
demodulator audio output would require linear, low-noise gain stages. 

In addition to the matching network and the ceramic filters, the receiver 
of Fig. 5.45 requires other external components for the oscillators and the de­
modulator, bringing the total number of off-chip devices to approximately 25. 
Designed to operate with supply voltages as low as 2 V, the circuit drains typi­
cally 5 m A of current while exhibiting an SNR of 20 dB for a 0.7-yU. Vrmv input. 

5.5.2 Philips' Pager Receiver 

The Philips UAA2080T is a single-chip bipolar homodyne receiver designed for 
FSK paging applications [28]. Fig. 5.46 shows the receiver along with the nec­
essary external components. At the front end. an LC network performs both 
matching and single-ended to differential conversion, with its output driving a 
low-noise cascode differential amplifier. In contrast to the homodyne architec­
ture described in Section 5.2.2, this receiver splits the RF signal—rather than 
the LO signal—into in-phase and quadrature components by means of two 
LC networks. This approach is justified by the resulting simplicity of the LO 
circuitry, as discussed below. 

After downconversion to baseband, the signal is amplified, filtered, and ac 
coupled to channel-select filters. The resulting I and Q phases of the FSK signal 
then pass through limiting amplifiers before driving the FSK demodulator. 

The LO frequency, typically around 470 MHz. is generated by a 235-MHz 
oscillator followed by a frequency doubler. The oscillator actually operates at 
the third harmonic ("'overtone") of a 78.3-MHz crystal. Since paging is received 
at a single fixed frequency, the oscillator frequency need not be variable (except 
for small adjustments during manufacturing), thereby eliminating synthesizers. 
This compact, low-power implementation, however, cannot easily generate 
precise quadrature phases, thus requiring phase separation in the RF path. 
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Figure 5.46 Simplified architecture of UAA2080T. 

It is instructive to examine the UAA2080T with respect to the homodyne 
design issues described in Section 5.2.2. Since paging FSK signals have negligi­
ble energy in the vicinity of zero frequency, offsets in the downconverted path 
are removed by ac coupling. The matching properties in bipolar technology 
minimize the I/Q imbalance, and even-order distortion is suppressed through 
the use of differential circuits. Furthermore, LO leakage is reduced by cas­
code configurations in both the LNA and the mixers. The problem of limited 
dynamic range is less serious in this application for two reasons: (1) the FSK 
signal uses a relatively high modulation index, that is, it deviates the carrier 
frequency by a large amount, providing a relatively high SNR at the cost of 
spectral efficiency (Chapter 3), and (2) the bit error rate can be as high as 3% 
because redundancies are incorporated in the data stream to correct errors. 

The UA2080T operates with a minimum supply voltage of 2 V while 
drawing approximately 3 mA (in the active mode). For BER= 3% and a 
data rate of 1.2 kb/s. the circuit requires an input level greater than —125 dBm 
(0.126 ptVrrtIiS) and tolerates interferers 60 dB above the desired signal. The 
overall system utilizes about 30 external components. 

5.5.3 Philips'DECT Transceiver 

Philips offers a chip set that can be used to build a DECT transceiver. Shown 
in Fig. 5.47 is the overall 1.89-GHz TDD system designating each chip [29]. In 
the receive path, the signal is converted to differential form and applied to an 
image-reject LNA/mixer, UA2077. In order to achieve image rejection beyond 
typical mismatch-limited values of 30 dB, the circuit provides digital control of 
the gain and phase in the I and Q paths through several D/A converters. The 
first IF signal, at 110 MHz. passes through a SAW filter and is subsequently 
downconverted to a second IF equal to 9.8 MHz. Next, the result is bandpass 
filtered by means of two ceramic devices, amplified by a limiting stage, and 
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Figure 5.47 Philips' DECT transceiver. 

applied to an FM demodulator. Note that the second IF here is much higher 
than that in Fig. 5.45 because the DECT channel bandwidth of 1.7 MHz requires 
a sufficiently high center frequency. 

The transmit path consists of a VCO, a buffer, and a power amplifier. 
During transmission, baseband Gaussian-shaped pulses directly modulate the 
VCO, effecting Gaussian frequency shift keying. The actual timing of the sys­
tem is illustrated in Fig. 5.48. where the receive and transmit modes are sepa­
rated by a "blind slot." At the end of the receive mode, the transmit VCO is 
placed in a feedback loop (the synthesizer) to stabilize the frequency. Since the 
loop requires approximately 250 fis to settle, a blind slot precedes the signal 
transmission to avoid leakage of the spectrum into adjacent channels. At the 
end of the blind slot, the VCO is disconnected from the feedback loop so that 
it can be modulated, and the power amplifier is turned on. 

Receive 
Blind Slot 

Transmit 

VCO TX in VCOTX in 
Open Loop Closed Loop 

Figure 5.48 Timing diagram illustrating blind slot operation. 

The principal issue in the transmitter of Fig. 5.47 is the error in the VCOTX 

frequency due to three sources of disturbance. First, upon separation from the 
feedback loop, the VCO control line experiences finite charge injection errors. 
Second, when the power amplifier is turned on, its input impedance varies, 
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thereby changing the load impedance and hence the oscillation frequency of 
the VCO. Third, the PA active current, about 250 mA, drops the battery voltage 
by a few hundred millivolts, affecting the VCO output frequency. The sum of 
these errors must not exceed SO kHz (26 ppm at 1.9 GHz). Various isolation 
and supply regulation techniques are employed to minimize these effects [29]. 
In practice, aging effects in the system clock frequency may limit the budget to 
less than 30 kl I / 

5.5.4 Lucent Technologies' GSM Transceiver 

Lucent Microelectronics (formerly AT&T Microelectronics) offers a single-
chip solution that, along with a low-noise amplifier and a power amplifier, can 
form a complete GSM transceiver (up to the baseband interface). Figure 5.49 
depicts the overall system. Hie receive path translates the 900-MHz input to 
an IF of 71 MHz, performs partial channel selection by means of a SAW filter, 
amplifies the signal by a programmable gain, and downconverts the result to 
quadrature baseband components. In contrast to the receivers of Figs. 5.45 
and 5.47. this architecture requires only two external fillers in the receive path 
(excluding the duplexer), bui the IF SAW device tends to have higher loss (and 
higher cost) if it must filter adjacent channels to sufficiently low levels. 

The transmit path upconverts the baseband Gaussian-shaped data directly 
to 900 MHz. To avoid VCO pulling, the required carrier signal is produced by 
adding the frequencies of VCO| and a second oscillator, VCOi. operating at 
117 MHz (Section 5.3.1). A buffer following the modulator delivers 0 dBm of 
power to a 50-Q load. 
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Figure 5.49 Lucenl Technologies' GSM transceiver. 
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The three VCOs employed in this architecture are embedded in synthe­
sizer loops (Chapter 8). The quadrature phases required of VCO3 and the 
transmit carrier signal are generated using different circuit techniques com­
mensurate with the frequency of operation and complexity. These techniques 
are described in Chapter 7. 

Fabricated in a 12-GHz bipolar technology, the GSM chip draws approx­
imately 60 mA from a 2.7-V supply. 

5.5.5 Philips' G S M Transceiver 

Philips' semiconductor offers a pair of RF and IF chips for GSM transceivers. 
Figure 5.50 shows the overall system [30]. The receive path includes two LNAs 
to allow the use of two low-cost, lossy image-reject filters. The gain of each LN A 
can be digitally programmed, covering a range of +21 dB to —38 dB. The am­
plified signal is translated to an IF of 400 MHz by mixing with the output of a 
1.3-GHz VCO. With the image lying at 1.7 GHz. the LNAs and the input stage 
of the mixer are designed so that their cumulative gain drops by approximately 
30 dB at the image frequency, thus relaxing the stopband suppression required 
of the filters. The IF signal is then filtered and downconverted to baseband 
quadrature channels. Since most of channel selection is performed in the base­
band by means of integrated fifth-order low-pass filters, the IF SAW filter has 
relaxed requirements. 
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L02 90 

IF 
Level 

Control 
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I 

Baseband 
Q 

Baseband 
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Figure 5.50 Philips" GSM transceiver. 
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The transmit path incorporates two steps of upconversion. In the first 
step, the Gaussian-shaped baseband data is modulated on a 400-MHz carrier 
and subsequently filtered by an LC circuit. In the second step, the signal is split 
into quadrature phases and applied to a single-sideband mixer that is driven by 
a 1.3-GHz oscillator. Suppressing the unwanted sideband by 20 dB, this mixer 
relaxes the rejection required of the preceding filter. The 900-MHz signal is 
then buffered and fed to the power amplifier. 

The architecture of Fig. 5.50 incorporates only two oscillators to perform 
all the frequency translations in both the receive and transmit paths, thereby 
simplifying the prediction of various spurs that may result from coupling and 
intermodulation. This strategy is feasible here because the system is time-
division (and frequency-division) duplexed, making it possible to share the 
oscillators between the two paths. (Recall from Chapter 4 that the transmit 
and receive time slots in GSM are offset by three time slots.) 

Since both oscillators are external, the leakage of their outputs to other 
parts of the circuit becomes problematic. In particular, if Vtoi were at 400 
Ml I/, then, similar to the case of homodynedownconversion, sell mixing would 
corrupt the baseband signals by DC offsets. For this reason, V/,02 is generated 
at 800 MHz, and the frequency is divided by two on the IF chip. 

An interesting provision in the transceiver of Fig. 5.50 is partial compat­
ibility with another standard. DCS 1800 [30]. This standard is similar to GSM. 
but operating around 1.8 GHz. The frequency of V/,01 is chosen to be midway 
between the^bands of GSM and DCS 1800, allowing the use of a 400-MHz IF 
for both but requiring high-side injection in the former and low-side injection 
in the latter. Thus, in principle, the two standards can share all sections of 
the transceiver except for the LNAs, the image-reject filters, and the power 
amplifier. 

Fabricated in a 13-GHz BiCMOS technology, the GSM transceiver draws 
a current of 50 mA in the receive mode and 105 mA in the transmit mode while 
operating from a 2.7-V supply. 
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6 

LOW-NOISE AMPLIFIERS 
AND MIXERS 

With wireless standards and transceiver architectures described in Chapters 4 
and 5, we move farther down to the circuit level in this and subsequent chapters. 
Beginning with the first circuits in the receive path, we describe the design 
of low-noise amplifiers and downconversion mixers, emphasizing techniques 
suited to integration in VLSI technologies. Following an overview of general 
issues such as stability and input matching, we study the design of bipolar and 
CMOS LNAs and introduce a number of circuit topologies from the state of the 
art. Next, we deal with mixers, defining noise figure and conversion gain and 
describing implementation in both bipolar and CMOS technologies. Finally, 
we analyze noise in mixers and in cascaded stages. 

6.1 LOW-NOISE AMPLIFIERS 

6.1.1 General Considerations 

In addition to the RF design hexagon described in Chapter 1, a number of other 
considerations govern the design of low-noise amplifiers. Table 6.1 lists typically 
acceptable values for the performance metrics of LNAs used in heterodyne 
architectures. It is instructive to consider each value and its effect on the overall 
performance. 

Since the LNA is the first gain stage in the receive path, its noise figure 
directly adds to that of the system. With a duplexer NF of approximately 2 dB, 
this results in an overall value of 4 dB, if the noise of the stages following the 
LNA is neglected. Thus, if, for example, an SNR of 8 dB in a bandwidth of 200 
kHz is required, the input sensitivity is about —109 dBm (Section 2.4). 

To gain a better feeling for a noise figure of 2 dB, suppose, as shown in 
Fig. 6.1, we represent the input-referred noise of a bipolar transistor by a series 
resistor, i.e., NF = 1 + Req/Rs (the device capacitances and other resistances 
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TABLE 6.1 Typical LNA characteristics in het­
erodyne systems. 

NF 
IIPj 
Gain 
Input and Output Impedance 
Input and Output Return Loss 
Reverse Isolation 
Stability Factor 

2dB 
- l O d B m 
15 dB 
50 Q 
- 1 5 dB 
20 dB 
> 1 

are neglected here). Since the input-referred noise voltage per unit bandwidth 
in given by 

~ ~ 1 (6 .1 ) 

(6.2) 

where Ic is the collector current, we have Req = rf, + VT/(2IC)- For N F = 
2 dB, Req must not exceed 29 £2. Thus, Q\ must be relatively large and biased 
at a high current. In practice, the noise contributed by the load resistor and the 
following stages necessitate a lower value for r̂  + Vj/(2Ic)-

Figure 6.1 Modeling noise of a bipolar transistor with an equivalent resistor. 

The value of —10 dBm listed in Table 6.1 for the / P$ together with NF = 
2 dB leads to a certain spurious-free dynamic range. We calculate the maximum 
magnitude of two adjacent interferers whose intermodulation product remains 
below the noise floor. From Section 2.4, 

SFDR = -(IP-, 
3 

= 61 dB. 

F) - 12 dB (6.3) 

(6.4) 

The minimum gain of the LNA in a heterodyne architecture is governed 
by three parameters: the loss of the image-reject filter and the noise figure and 
/ PT, of the mixer. For a filter loss of 4 to 5 dB, a mixer noise figure of 10 dB. and 
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a mixer / P3 of + 5 dBm, a gain of 20 dB in the LNA adequately suppresses the 
input-referred noise while maintaining a reasonable equivalent /P3 . We will 
examine the performance of cascaded stages more rigorously at the end of the 
chapter. Note that the LNA must provide this gain while driving 50 Q. 

In homodyne architectures, the absence of the image-reject filter relaxes 
the gain and drive requirements of the LNA. However, the issue of flicker noise 
in the baseband circuits makes it desirable to maximize the gain in the RF range. 

The interface between the antenna and the LNA entails an interesting 
issue that divides analog designers and microwave engineers. Considering the 
LNA as a voltage amplifier, we may expect that the ideal value of its input 
impedance is infinity. From the noise point of view, we may require a transfor­
mation network to precede the LNA so as to obtain minimum NF. From signal 
power point of view, we may utilize conjugate matching between the antenna 
and the LNA. While each of these choices has certain merits and drawbacks, 
the last one is dominant in today's systems, i.e., the LNA is designed to have 
a 50-£2 resistive input impedance. This is because the bandpass filter follow­
ing the antenna (e.g., the duplexer) is usually designed to be used in various 
transceiver systems and must therefore operate with a standard termination 
impedance, typically 50 £2. If the source and load impedances seen by the filter 
deviate from 50 £2 significantly, then the passband and stopband characteristics 
of the filter may exhibit considerable loss and ripples. 

The quality of the input matching is expressed by the input "return loss," 
defined as 20 log | T |. where T is the reflection coefficient with respect to a 
source impedance RQ: 

r = =r—A (6.5) 
Zjn + RQ 

For simplicity, let Zin = RQ + A/?, obtaining 

AR 
r = I^T^F- (66) 

Thus, for a return loss o f - 1 5 to - 2 0 dB in a 50-£2 system. A/? «* 15 to 9 £2. In 
reality, process and temperature variations and residual reactive terms impose 
a tighter range on A/?. 

In heterodyne architectures, the LNA output impedance must also be 
equal to 50 Q so as to drive the image-reject filter with minimum loss and 
ripple. Similar return loss constraints apply here as well. 

The reverse isolation of LNAs determines the amount of LO signal that 
leaks from the mixer to the antenna. The leakage arises from capacitive paths, 
substrate coupling, and bond wire coupling. In heterodyne receivers with a high 
first IF, the image-reject filter and the front-end duplexer significantly suppress 
the leakage because the LO frequency falls in their stopband. In homodyne 
topologies, on the other hand, the leakage is attenuated primarily by the LNA 
reverse characteristics. 
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In addition to the above parameters, the stability of LNAs is also of con­
cern. In the presence of feedback paths from the output to the input, the circuit 
may become unstable for certain combinations of source and load impedances. 
Since the terminal impedances of duplexers and image-reject filters cannot be 
modeled accurately in SPICE simulations, an LNA design that is nominally 
stable may oscillate at the extremes of manufacturing variations and perhaps 
at unexpectedly high or low frequencies. 

A constant often used to characterize the stability of circuits is the Stern 
stabilitv factor, defined as 

K = 
I + |A|2 - | S n | 2 - | 5 2 2 | 2 

2|52i! |512 | 
(6.7) 

where A = SUSJZ — SnSii- If A" > 1 and A < 1, then the circuit is un­
conditionally stable, i.e., it does not oscillate with any combination of source 
and load impedances. The difficulty in using K is that the S parameters of the 
circuit must be calculated (or measured) for a wide frequency range to ensure 
that K remains greater than unity at all frequencies. With SPICE simulations, 
for example, some postprocessing is necessary to compute K. 

Equation (6.7) suggests that stability improves as S12 decreases, i.e.. as 
the reverse isolation of the circuit increases. In traditional RF design, this 
is accomplished by "neutralizing'* the input-output capacitive path, as shown 
in Fig. 6.2(a). That is, L\ and C^ resonate at the frequency of interest. In 
IC design, however, the parasitic capacitances of the floating inductor and 
the coupling capacitor. Ci, load the input and output nodes. Alternatively, 
the feedback can be suppressed through the use of a cascode configuration 
[Fig. 6.2(b)], but at the cost of a somewhat higher noise figure. 

Li 

r-m-
I 

fcc 

c*± 
Vin<-

«, oV, out 

**—*—CQ1 

out 

•/<„» 

(a) (b) 

Figure 6.2 Stabilization by (a) neutralization and (b) cascoding. 

We should also note that K is a pessimistic measure of stability for it allows 
arbitrary variation in the source and load impedances seen by the circuit. On the 
other hand, if the load impedance of an LNA is well defined, e.g., in a homodvne 
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or image-reject architecture, then stability is achieved by simply ensuring that 
the real part of the input impedance remains positive at all frequencies. This 
criterion is justified by the one-port model of oscillators described in Chapter 7. 

As other amplifiers, LNAs may become unstable because of ac ground 
and supply loops resulting from bond wire inductance. For the frequency range 
of 900 MHz and above, even a few nanohenries of inductance may provide 
considerable coupling between two stages through the ground node, thereby 
causing oscillation. For this reason, precautions in the design and layout as well 
as accurate package modeling are essential. 

As a final general note, we should remark that the low noise required 
of LNAs typically governs the choice of the topologies and parameter values 
employed in the design. As will be seen below, this often means that only one 
transistor—usually the input device—can be the dominant contributor to NF, 
thus ruling out configurations such as emitter or source followers and resistive 
feedback. 

6.1.2 Input Matching 

In order to illustrate the difficulties in creating an input resistance of 50 £2, we 
study a number of circuit configurations. 

Consider the common-source stage depicted in Fig. 6.3. We note that at 
sufficiently high frequencies, CF shorts the gate and drain terminals of M\, 
creating an input resistance roughly equal to Ri.\\0-/gm)' Thus, the circuit 
can in principle provide an input resistance equal to 50 Q at the frequency of 
interest. More specifically, the real and imaginary parts of the input admittance, 
excluding Q;s, can be written as 

Win) RLCFo) 2Cr + gmRL(Ci. + CF) 

= CF(o 

R2
L{CL + CF)2CO2 + 1 

R2
LC,.(CL + CFW + \ + gmRL 

R2(CL + CF)2a>2 + 1 

(6.8) 

(6.9) 

"ln<^ 

_ V, 

-Ih 

DD 

f oV. 

'GSy -r 

out 

Figure 6.3 Common-source stage. 
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If gmRi ^> 1, Ci ^> CF, and to % l/(^?z.Cz.), these expressions reduce 
to 

3WJ 

2 C/. 

Cfw 1 + gm#L 

) • 

(6.10) 

(6.11) 

suggesting that proper choice of 2Ci/(gmCp) can yield a 50-£2 input resis­
tance. The drawback of this topology is the relatively low voltage gain at high 
frequencies due to the bandwidth limitation at the output node. 

In Fig. 6.4(a), a 50-£2 resistor is placed in parallel with the input, and the 
capacitive part of the input impedance is canceled by an external inductor. The 
termination resistor, however, generates noise as well. In fact, as shown in 
Fig. 6.4(b) and proved in Chapter 2, the noise figure of a stage consisting of a 
parallel resistor Rp with respect to a source resistance R$ is 

R$ 
NF = 1 + — . 

RP 
(6.12) 

For Rp = Rs, the noise figure of the LNA exceeds 3 dB. The key point here is 
that the circuit must exhibit a 50-S2 input resistance without the thermal noise 
of a 50-£2 resistor. 

out 

AW- «V, out 

(a) (b) 

Figure 6.4 (a) Resistive termination, (b) calculation of noise figure of a 
termination resistor. 

In Fig. 6.5(a), negative shunt feedback provides a low input impedance, 
generating a 50-£2 real part with proper design. Shown in Fig. 6.5(b) is an imple­
mentation of this topology, where MT, senses the output voltage and feeds back 
a current signal. The difficulties in this case are twofold. First, the feedback 
signal may contain substantial noise, thus raising the noise figure to unaccept­
able levels. Second, the total phase shift around the loop may create instability 
for certain source and load impedances. [Note the similarity between the LNA 
of Fig. 6.5(b) and a three-stage ring oscillator.] 
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M ^ \ 
out 

-II-

'DD 

4i oV. OUt 

" IK**: 

<*> i 

(a) (b) 

Figure 6.5 (a) Input resistive termination by feedback, (b) simple implementation of (a). 

Figure 6.6(a) depicts a common-gate stage designed to exhibit an input 
resistance of 50 Q; that is, l/(g,„ +g,„b) — 50 £2. The input capacitance maybe 
nulled by means of an external inductor. The principal drawback of this method 
is that the transconductance of the input transistor cannot be arbitrarily high, 
thus imposing a lower bound on the noise figure. Considering only the channel 
thermal noise of M\, 1% = AkTygm (where y — 2/3 for long-channel devices), 
and using the equivalent circuits of Figs. 6.6(b) and (c), the reader can easily 
prove that the noise figure is 

NF = 1 + y. (6.13) 

If y = 2/3. (6.L3) gives NF = 5/3 = 2.2 dB. Similarly, if a common-base 
configuration is used to provide an input resistance equal to Rs and only the 
collector shot noise is considered, then l\ — 4kTgm/2, and hence N F = 
3 / 2 = 1.77 dB. 

(a) (b) (c) 

Figure 6.6 (a) Common-gate stage, (b) inclusion of channel noise, (c) equivalent 
circuit of (b). 
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While the above calculations suggest a reasonable noise figure for 
matched-input common-gate and common-base topologies, in reality other 
sources of noise degrade the performance substantially. In short-channel MOS-
FETs, the factor y may be quite higher than 2/3 [1], and in bipolar transistors, 
the effect of the base resistance thermal noise may even exceed that of the 
collector shot noise. Furthermore, in both cases the bias current source and 
possibly the load generate additional noise. 

Another method of creating an input resistance of 50 Q, is illustrated in 
Fig. 6.7. Neglecting the gate-drain and source-bulk capacitance, we can write 

Zin * ^ + Us + - J - . (6.14) 

Thus, proper choice of gm, L\, and Ccs yields a 50-S2 real part. In practice, 
the last two terms may not resonate at the frequency of interest, necessitating 
the use of off-chip components at the input. At high frequencies, the required 
value of L i becomes comparable with the inductance of the ground bond wire, 
requiring multiple bonds or accurate modeling of the wire inductance. Also, 
the reduction of the equivalent transconductance as a result of degeneration 
may magnify the noise contributed by the devices connected to the drain of 
Mi. 

K»i 
C G S — 

zin I 

Figure 6.7 Resistive termination by inductive degeneration. 

6.1.3 Bipolar LNAs 

We first study a simple common-emitter stage to understand its limitations. 
Consider the circuit shown in Fig. 6.8(a), where £>2 and I\ define the bias 
current of Q\, R\ isolates the signal path from the noise of Q2, and R2 sustains 
the same voltage drop as that across R\ resulting from the finite base current 
of Q\. If R\ is sufficiently greater than R$f the effect of the bias circuit upon 
the LNA's performance can be neglected. 

From Eq. (6.2), we note that Q\ must be a large device biased at a rel­
atively high current. Increasing the device size, however, leads to a higher 
input capacitance (both Cji and the Miller multiplication of Cjc), in effect 
attenuating the input signal and "magnifying" the noise of <2i and Rc. Fur-
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-w-
'out 
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DO 
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Vi 
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Figure 6.8 (a) Simple bipolar LNA, (b) inclusion of base shot noise. 

thermore, larger collector-base and collector-substrate capacitance lowers the 
voltage gain, and increasing the bias current results in larger base-emitter diffu­
sion capacitance (% gm Zf) as well as greater base shot noise. For these reasons, 
the noise figure reaches a minimum for a particular choice of the size and bias 
current of Q\. 

As the next step in improving the accuracy of (6.2), we include the base 
shot noise as a current source [Fig. 6.8(b)]: 

Ic/P 
(6.15) 

7„2 = AkT 
2VT 

For a source resistance of Rs, the total input-referred noise voltage including 
that of Rs is given by 

r- = AkT Rs + n -f-
1 

+ 
gm R\ (6.16) 

2gm ' 2? J 

where the correlation between the collector shot noise and base shot noise has 
been neglected. The noise figure is therefore equal to 

NF = 
V2 

Mot 
AkTRs 

1 
= 1 + — + 

Rs 2gmRs 
2? 

(6.17) 

(6.18) 

The noise figure reaches a minimum of NFmin = 1 + *J{\ + 2gmrf,)/fi for 
Rs,vpt — v//S(l + 2gmrt,)/gm. This equation does not take into account the 
effect of parasitic capacitances. However, a reasonable high-frequency approx­
imation is to simply calculate the magnitude of fi at the frequency of operation; 
that is, \fi\ «s fr/f [2]. The accurate value of/V/** must be eventually obtained 
from simulations. 

The relation obtained above for Rs.opt suggests that a matching network 
placed between the antenna and the LNA can provide minimum noise figure by 
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transforming the antenna output impedance to Rs,op- As mentioned earlier, 
however, conjugate matching is more widely used than "noise matching." 

It is instructive to calculate the input / P$ of the CE stage of Fig. 6.8(a). 
The collector current of Q\ can be written as 

, _ , VBEO + V„ 
Ic * /sexp (6.19) VT 

Vfl£() 1 + v i n 

VT 

lst*»- --2{vT) + o U J + .(6.20) 

Comparing (6.20) with (2.11), we have a\ = (1/ Vj) exp(VBF.O/ Vr) and a-, = 
[l/(6V/)]exp(V/,£0/ Vr), and hence, from (2.28), IP3 = ljivr. This voltage 
corresponds to a power level of —12.7 dBm across a 50-fi resistor. Thus, 
to achieve an I Py greater than —10 dBm. additional linearization is usually 
necessary. 

The small-signal gain of the common-emitter stage depends on both the 
parasitics of Q] and the load impedance. If the LNA is to drive a 50-Q load 
while maintaining a reasonable gain, a second stage may be necessary. Thus, 
the first stage must drive the input capacitance of the second stage and exhibit 
sufficient gain to minimize the noise contribution of the latter. The two stages 
are typically designed as one entity so as to minimize the overall noise figure 
and maximize the input / P$ and the gain. 

With the above study of the limitations of a common-emitter stage, we 
now consider a number of state-of-thc art bipolar LNAs. 

Fig. 6.9(a) shows the simplified circuit of a 900-MHz LNA consisting of 
two common-emitter stages, one with inductive generation and the other with 
resistive feedback [2]. Implemented with the bond wire that provides the 
ground connection to the first stage, inductor Lc plays two roles in the cir­
cuit: it both allows conjugate matching of the input and linearizes the circuit. 
Neglecting the effect of C^ and rT. we can write the input impedance as 

Zin = rb+ ^L-£ + L0S + (6.2i) 
CK C„s 

Thus, with proper choice of gm. Le. and CT , we have /*/, + gmL€fCn = 50 Q. 
while the last two terms in (6.21) cancel. 

The feedback in the second stage serves to both linearize the circuit and 
lower the output impedance, but at the cost of higher noise. The interface 
between the two stages in an example of a common problem: the proper choice 
of gain of the first stage and noise and nonlinearity of the second. We note that 
the gain of the first stage must be high enough to minimize the noise contributed 
by the second stage, but not so high that the overall IP3 is limited by the 
nonlinearity of Qi. Thus, the full design requires some iteration to arrive at an 
acceptable compromise. 
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J 7Vcc 

HMh1—°^>ut 
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Figure 6.9 (a) Two-stage LNA in [2], (b) biasing of the LNA. 

oVout 

The dc biasing of the LNA shown in Fig. 6.9(a) must ensure constant gain 
against temperature and supply voltage variations. Fig. 6.9(b) illustrates the bi­
asing network in simplified form [2]. Amplifier A i along with resistor RB\ pro­
vides the base current of Q\ such that V% ** 1 2 V. In addition, bandgap tech­
niques are utilized to generate a voltage proportional to absolute temperature, 
VPTAT- Added to a multiple of VBE, this voltage controls the bases of Q3 and 
Qi so as to make their small-signal gain independent of temperature and supply 
voltage. For example, since V^ = VPTAT + 2VB£, the collector current of Q\ 
can be expressed as/C:i « (VPTAT+2VBE- VBE7>-VBE2)/R\ = VPTAT / / ? I , 

where the voltage drop across RE is neglected. Thus, the dc gain of the first 
stage is equal to Avl = gm\R\ = ICI^I/VT — VPTAT/VT. At 900 MHz, 
on the other hand, the impedance of L\ is significant, resulting in incomplete 
cancellation of terms and yielding some temperature dependence. 

Fabricated in a 13-GHz BiCMOS technology and operating from a 5-V 
supply, the circuit of Fig. 6.9 achieves a noise figure of 2.2 dB, an input IP3 of 
- 1 0 dBm, and a gain of 16 dB at 900 MHz [2]. 

Another bipolar LNA designed to drive a 50-^2 load is depicted in Fig. 
6.10 [3], Employing negative feedback through a monolithic transformer to 
linearize the circuit, the LNA can operate with supply voltages as low as one 
VBE. Interestingly, the transformer reduces the amplifier gain at both low and 
high frequencies, helping to stabilize the circuit. The external inductor L\ and 
capacitor C\ provide conjugate matching at the input. 
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L2 

vcc 

Figure 6.10 Bipolar LNA incorporating transformer feedback. 

Drawing 2 mA from a 1.9-V supply, the circuit of Fig. 6.10 achieves a 
noise figure of 2.8 dB and a gain of 9.6 dB at 1.9 GHz in an 11-GHz BiCMOS 
technology. The transformer feedback boosts the input / P3 to —3 dBm. 

Another possible topology for bipolar LNAs is a common-base configu­
ration (Fig. 6.11). This circuit offers three advantages over a common-emitter 
counterpart: simpler input matching, higher linearity, and greater reverse iso­
lation. Neglecting the emitter and base resistance, we can write the input 
impedance as (gm+Qfj) -1 , obtaining a 50- Q resistive component for IQ * 0.5 
mA. The effect of C,T is either negligible or canceled by an external inductor. 

out 

y i n ° VW 

Figure 6.11 Common-base LNA. 

In a common-base circuit, the source resistance, Rs, linearizes the input-
output characteristic by "softening" the emitter current excursions. This is in 
contrast to a common-emitter stage where the source resistance experiences 
only the base current variations. With Rs = g~] (= 50 Q), simulations predict 
an input I P$ of approximately —6.8 dBm for the circuit of Fig. 6.11. This topol­
ogy also exhibits a high reverse isolation if the base bias is properly bypassed, 
proving especially useful in homodyne architectures. As mentioned in Section 
6.1.2, the primary drawback of a common-base stage is a relatively high noise 
figure. 
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6.1.4 CMOS LNAs 

While MOSFETs were considered slow, noisy devices up to about a decade ago, 
scaling has dramatically improved their performance. Unlike bipolar transis­
tors, whose base resistance typically dominates the noise figure, MOSFETS 
exhibit only one primary source of noise, that generated in the channel. Thus, 
in submicron technologies, a reasonable combination of device and bias current 
may provide acceptably low noise. 

Before studying CMOS LNAs, we should mention that the distributed 
gate resistance of MOS devices also contributes thermal noise. For a total 
gate resistance Re. it can be shown that the equivalent lumped model yields 

a spot noise voltage of v% = AkTRg/3 [4]. Nevertheless, this resistance can 
be minimized by laying out the transistor as a parallel combination of many 
narrower devices. 

Basic common-source and common-gate LNA configurations have prop­
erties and limitations similar to those of common-emitter and common-base 
circuits. One exception is that, for typical bias currents and dimensions used in 
RF applications. MOS devices are more linear than bipolar transistors. 

To arrive at a CMOS LNA topology, let us consider the common-source 
stage shown in Fig. 6.12(a), where C\ represents the parasitic capacitance of 
M\ and the input capacitance of the following stage. Owing to the typically low 
transconductance of MOSFETs, the voltage gain of this circuit is relatively low, 
making the noise contributed by Rp and the following stage quite significant. 
To increase the voltage gain, we replace RQ with a current source, as shown 
in Fig. 6.12(b). If the output impedance of Mn is sufficiently high, the gain 
of this circuit is approximately equal to gm\l(C\s). Since the current source 
itself contributes noise, we postulate that the overall input-referred noise is 
reduced if Mi performs signal amplification as well [Fig. 6.12(c)] [5]. As the 
bias current and drain voltage of Mo strongly depend on the supply voltage, a dc 
feedback network can be used to define the operating point [Fig. 6.12(d)]. The 
key idea here is that the bias current is reused to provide a higher equivalent 
transconductance: gm\ + gm2- The circuit, however, exhibits a relatively high 
input resistance. 

The circuit of Fig. 6.12(d) is followed by a similar stage so as to drive a 
50-Q load. Note that a common-source stage exhibits a higher drive efficiency 
than does a source follower because the gain of the former is equal to gm Ri 
while that of the latter is RL/{\ + gmRt) [5]. With gm % \/RL, the common-
source stage has a voltage gain of unity, whereas the source follower suffers 
from attenuation by a factor of 2. 

Fabricated in a 0.5-fj.m CMOS technology and operating from a 2.7-V 
supply, the 900-MHz LNA of Fig. 6.12(d) exhibits a minimum noise figure of 
1.9 dB (with an external matching network), a gain of 15.6 dB, and an input 
/ P3 of —3.2 dBm. The power dissipation is 20 mW. 
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Figure 6.12 (a) Common-source stage with resistive load, (b) conversion of load 
to current source, (c) use of load as amplifying device, (d) LNA in [5]. 

Shown in Fig. 6.13 is a 1.5-GHz CMOS LNA employing on-chip and off-
chip inductors [6]. In a manner similar to that described for the circuit of 
Fig. 6.7. this LNA incorporates Ls and L\ to create conjugate matching at the 
input. At 1.5 GHz. the on-chip inductor Lp provides significant voltage gain 
even though its Q is less than 4. By contrast, a load resistor would require a 
large voltage drop to provide a comparable gain. 

The common-gate transistor, A/2, plays two important roles by increasing 
the reverse isolation of the LNA: (1) it lowers the LO leakage produced by the 
following mixer, and (2) it improves the stability of the circuit by minimizing 
the feedback from the output to the input. Note that the same circuit with no 
cascode device would be prone to oscillation. 

The LNA of Fig. 6.13 is followed by another cascode stage so as to drive 
a 50-Q load, with each stage drawing 10 mA. Fabricated in a 0.6-/im CMOS 
technology and operating from a 1.5-V supply, the circuit achieves a noise figure 
of 3 dB, a gain of 20 dB, and an input / P$ of —10 dBm. 



180 Chap. 6 Low-Noise Amplifiers and Mixers 

4,«Hfc> 
out 

vin—m—itX 

Ls 

Figure 6.13 LNA in [6]. 

Fig. 6.14 illustrates an LNA topology originally implemented with MES-
FETs [7] and recently with CMOS devices [8]. In this circuit, both M\ and M2 

operate as common-source stages, but they share the same bias current. The 
signal amplified by M\ is coupled to the gate of Mi by C\ while the source 
of Mi is bypassed by C%. The circuit thus saves power through the reuse of 
the bias current. In practice, the parasitic bottom-plate capacitance of C\ may 
limit the RF gain at nodes X o r K . 

'DD 

LD 

HtV 

Vin° |CM 1 •i 

'out 

C , i ^ /?, ± C 

Figure 6.14 LNA in [7]. 

6.2 DOWNCONVERSION MIXERS 

6.2.1 General Considerations 

Mixers perform frequency translation by multiplying two signals (and possibly 
their harmonics). Downconversion mixers employed in the receive path have 
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two distinctly different inputs, called the RF port and the LO port. The RF 
port senses the signal to be downconvcrted and the LO port senses the periodic 
waveform generated by the local oscillator. This can be seen in the simple 
circuit of Fig. 6.15(a). where the output is equal to the RF input when S\ is 
on and zero when Si is off. Described in Chapter 2. this operation can also 
be viewed as multiplication of the RF signal by a rectangular waveform. Note 
that the circuit is a linear, time-variant system with respect to the RF port and 
a nonlinear, time-variant system with respect to the LO port. This is true for 
most downconversion mixers of interest. As we will see later, it is desirable 
that the switch turn on and off as abruptly as possible. 

51 

yRpo d\o • o VjF 

jinnr *- * L 

(a) (b) 

Figure 6.15 (a) Simple switch used as mixer, (b) implementation of switch with 
an NMOS device. 

The signal amplified by the LNA (and possibly filtered by an image-reject 
filter) is applied to the RF port of the mixer. Thus, this port must exhibit 
sufficiently low noise and high linearity, the latter because nearby interferers 
are amplified by the LNA and hence can produce stronger intermodulation 
products. If the circuit of Fig. 6.15(a) incorporates a MOS switch [Fig. 6.15(b)], 
then the on-resistance of the transistor contributes noise. Furthermore, as the 
RF input signal varies, the gate-source overdrive voltage of M\ and hence its 
on-resistance change, introducing nonlinearity in the voltage division between 
Mi and R[_. 

Listed in Table 6.2 are performance parameters of typical downconversion 
mixers. With a noise figure of 12 dB and an 11 P$ of +5 dBm, a mixer can be 
preceded by an LNA having a gain of approximately 15 dB with acceptable 
degradation in the overall noise and nonlinearity (Chapter 2). 

TABLE 6.2 Typical mixer characteristics. 

NF 
IIP* 
Gain 
Input Impedance (Heterodyne) 
Port-to-Port Isolation 

12 dB 
+ 5 dBm 
10 dB 

50 Q 
10-20 dB 
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Passive and Active Mixers The circuit of Fig. 6.15(b) is an example of 
"passive" mixers because it does not provide any gain. The loss of the circuit 
can be calculated by noting that, if the LO signal has a 50% duty cycle, then 
the RF input is multiplied by a dimensionless square wave toggling between 0 
and 1. Such a waveform has a fundamental at COLO with a n amplitude equal 
to sm(;r/2)/;r = 1/7T. Since the IF signal results from convolving the input 
spectrum with this fundamental, the voltage gain of the circuit is equal to Ifiz} 

Active mixers, by contrast, generally provide gain. Shown in Fig. 6.16 is 
an example, where the RF input varies the drain current of Mi. and Mi and M?, 
function as a switching pair driven by the LO. Thus, the drain current of M\ is 
in essence multiplied by a square wave as it is routed to R\ and /?2 alternately. 
We study in detail both MOS and bipolar versions of this topology later, but 
we note here that proper choice of device size and bias currents can provide 
significant voltage gain in this circuit. 

.,1 
'IF 

'DO 

I f 1 V|_0 

^ R F - lfc> 

Figure 6.16 Active mixer. 

By virtue of their gain, active mixers reduce the noise contributed by 
subsequent stages and are widely used in RF systems. Passive mixers, on the 
other hand, typically achieve a higher linearity and speed and find application 
in microwave and base station circuits. 

Conversion Gain The gain of mixers must be carefully denned to avoid 
confusion. The "voltage conversion gain" of a mixer is defined as the ratio of 
the rms voltage of the IF signal to the rms voltage of the RF signal. Note that 
these two signals are centered around two different frequencies. The voltage 
conversion gain can be measured by applying a sinusoid at co&p and examining 
the amplitude of the downconverted component at G>IJ?. 

The "power conversion gain" of a mixer is defined as the IF power de­
livered to the load divided by the available RF power from the source. If the 
input impedance and the load impedance of the mixer are both equal to the 

I"his calculation assumes the on-resistance of the switch is much less than the impedance 
of the load. 
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source impedance, for example. 50 Q. then the voltage conversion gain and 
power conversion gain of the mixer are equal when expressed in decibels. 

Conjugate matching at the input of the mixers is necessary in the first 
downconversion stage of heterodyne receivers that employ image-reject filters. 
As mentioned earlier, the transfer function of these filters is usually charac­
terized for only a standard lermination impedance and may exhibit ripples if 
other impedance levels are used. The load impedance of the mixer, on the other 
hand, is typically nor equal to 50 £1 because most passive IFfilters have an input 
impedance of 500 to 1000 Q.2 In architectures such as homodyne topologies, 
the load seen by the mixer may be even higher to maximize the voltage gain. 

From the above observation, we note that the voltage and power conver­
sion gains of a mixer may not be equal in decibels. While not a problem per 
se, this difference can cause confusion in calculating the overall noise, linearity, 
and gain of a cascade of stages employing a mixer. We return to this issue in 
Section 6.3. 

SSB and DSB Noise Figures The noise figure of mixers is often a source 
of great confusion. For simplicity, let us consider a noiseless mixer with unity 
gain. As shown in Fig. 6.17, the spectrum sensed by the RF port consists of a 
signal component and the thermal noise of R$ in both the signal band and the 
image band. Upon downconversion, the signal, the noise in the signal band, 
and the noise in the image band are translated to con--. Thus, the output SNR 
is half the input SNR if the input frequency response of the mixer is the same 
for the signal band and the image band. In other words, the noise figure of a 
noiseless mixer is equal to 3 dB. 

Signal 
Band 

Spectrum at X 

Thermal 
Noise 

f\ Image 
' Band 

Spectrum at Y 

'IF co 

Figure 6.17 Folding of RF and image noise into the IF band. 

An exception is when the IF is quite high, for example, above 100 MHz. 
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The above measurement provides the "single-sideband" noise figure (SSB 
NF) of the mixer. The term SSB indicates that the desired signal spectrum 
resides on only one side of the LO frequency, a common case in heterodyne 
systems. Now, consider the homodyne downconversion of an AM signal by 
means of a single noiseless mixer (Fig. 6.18). In this case, the input and output 
signal-to-noise ratios are equal, giving a noise figure of 0 dB. This is called the 
"double-sideband" noise figure (DSB NF) so as to emphasize that the input 
signal spetrum resides on both sides of COLO-

Spectrum at X _. 
Thermal 

Noise 

Signal 
Band 

° \ o CO 

& _ 
0 

Figure 6.18 Downconversion of an AM signal. 

CO 

In summary, the SSB noise figure of a mixer is 3 dB higher than the DSB 
noise figure if the signal and image bands experience equal gains at the RF port 
of a mixer. Typical noise figure meters measure the DSB NF and predict the 
SSB value by simply adding 3 dB. 

In our discussion of mixer noise figures, we have tacitly assumed that the 
RF input is multiplied by a sinusoidal LO signal. As mentioned previously, 
the switching operation in mixers can be viewed as multiplication of the input 
by a rectangular waveform. Consequently, if the local oscillator output has a 
50% duty cycle, the RF input is multiplied by all the odd harmonics of the LO 
signal. This suggests that RF noise components around SCORF, 5CURF, etc., are 
downconverted to the IF band, further increasing the output noise. Nonethe­
less, this effect is often negligible because (1) the limited RF input bandwidth of 
typical mixers lowers the conversion gain at higher frequencies and (2) higher 
harmonics of the rectangular waveform have a small magnitude. 

Port-to-Port Isolation The isolation between each two ports of a mixer 
is critical. The LO-RF feedthrough results in LO leakage to the LNA and even­
tually the antenna, whereas the RF-LO feedthrough allows strong interferers 
in the RF path to interact with the local oscillator driving the mixer. The LO-IF 
feedthrough is important because if substantial LO signal exists at the IF out-
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put even after low-pass filtering, then the following stage may be desensitized. 
Finally, the RF-IF isolation determines what fraction of the signal in the RF 
path directly appears in the IF. a critical issue with respect to the even-order 
distortion problem in homodyne receivers (Chapter 5). 

The required isolation levels greatly depend on the environment in which 
the mixer is utilized. If the isolation provided by the mixer is inadequate, the 
preceding or following circuits may be modified to remedy the problem. 

Single-Balanced and Double-Balanced Mixers If a mixer accommo­
dates a differential LO signal but a single-ended RF signal, it is called "single-
balanced," an example being the topology shown in Fig. 6.19(a). If a mixer oper­
ates with both differential LO and RF inputs, then it is called "double balanced." 
the active version of which assumes the form of a Gilbert cell [Fig. 6.19(b)]. 

'IF 

fDD 

r*>», m*>\0 

'RF fc>i 
^ f y , M2^h 

$ 

(a) 

Figure 6.19 (a) Single-balanced mixer, (b) double-balanced mixer. 

The single-balanced configuration exhibits less input-referred noise for a 
given power dissipation than the double-balanced counterpart. However, as 
explained in Section 6.2.4, the circuit is more susceptible to noise in the LO 
signal. The double-balanced mixer generates less even-order distortion, thus 
relaxing the half-IF issue in heterodyne receivers and lowering the beat compo­
nents in homodyne architectures. Nevertheless, since the RF signal processed 
by the LNA (and possibly the image-reject filter) is usually single ended, one of 
the input terminals of the double-balanced mixer is simply connected to a bias 
voltage. This in turn creates different propagation limes—i.e., phase shifts—for 
the two signal phases amplified by M\ and M? in Fig. 6.19(b), leading to finite 
even-order distortion. 
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A drawback of the single-balanced mixer shown in Fig. 6.19(a) is the 
LO-IF feedthrough. Note that M2 and M3 operate as a differential pair, thus 
amplifying the LO signal. If the IF is not much lower than the LO frequency, 
then a first-order low-pass filter following the mixer may not adequately sup­
press the LO feedthrough without attenuating the IF signal. Thus, the large LO 
content may desensitize the IF amplifier. In the case of the double-balanced 
mixer of Fig. 6.19(b). on the other hand, the differential pairs M3-M4 and 
iV/5-Mfi add the amplified LO signal with opposite phases, thereby providing a 
first-order cancellation. In general, the LO-IF feedthrough must be carefully 
studied in conjunction with the nonlinearities of the stages following the mixer. 

In both mixer topologies of Fig. 6.19, the output can be sensed as either 
a differential or a single-ended signal. In addition to higher conversion gain, 
a differential output provides much more immunity to feedthrough of the RF 
signal to the IF output. To understand this effect, consider the simplified single-
balanced mixers shown in Fig. 6.20, where the operation of both circuits can 
be viewed as multiplication of IRF by a square wave. The difference is that in 
Fig. 6.20(a), the square wave toggles between 0 and + 1 , whereas in Fig. 6.20(b), 
it does between —1 and + 1 . Thus, the output voltage of both mixers can be 
expressed as Vout(0 = IxrR[a + bS(t)], where a — b = 0.5 in Fig. 6.20(a), 
a = 0, b = 1 in Fig. 6.20(b). and S(t) is the square wave depicted inFig. 6.20(b). 
This equation indicates that the single-ended output contains a component 
equal to 0.51 RFR, with no frequency translation. We call this effect "direct 
feedthrough." 

R R 
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Figure 6.20 Simple mixers with (a) single-ended and (b) differential outputs. 
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Direct feedthrough of high-frequency components in IRF is generally 
unimportant owing to the suppression provided by the low-pass filter at the 
IF output. Low-frcqucncy components in IRF> on the other hand, appear 
at the output without attenuation. Recall from our discussion of homodyne 
architectures in Chapter 5 that even-order distortion in the RF path (e.g., in 
the LNA) creates low-frequency beat or demodulated signals. Such signals 
directly appear in the single-ended output of the mixeT, possibly corrupting 
the downconverted spectrum. In heterodyne receivers, this effect is negligible 
because, for two interferes to beat at IF. one usually falls out of the receive 
band and is therefore attenuated by the front-end filter. 

Direct feedthrough of IRF to Vout in Fig. 6.20(a) may also increase the 
noise figure of the mixer. This is because IRF usually contains noise compo­
nents in the vicinity of the intermediate frequency. In fact, the conversion gain 
of the mixer may be quite higher for such components than lor the RF signal 
due to bandwidth limitations. As a result, the single-ended IF output carries 
the noise in IRF-

By contrast, if the output is sensed differentially, the effect of direct 
feedthrough is much less significant. In Fig. 6.20(b), a finite feedthrough may 
exist because of mismatch-induced asymmetries as well as deviation of the 
LO duty cycle from 50%. Nonetheless, with typical mismatches in ICs. the 
feedthrough remains below a few percent. 

Despite the advantages of differential output sensing, most mixers have 
been required to provide single-ended outputs, primarily because IF SAW fil­
ters have been available as single-ended devices. To reduce the effect of direct 
feedthrough and achieve the maximum gain, these applications often convert 
the differential output of the mixer to single-ended form by means of an exter­
nal LC network [9]. Figure 6.21 depicts an example [10], where the network 
consisting of L\% L2, and C\ converts the differential output current of the 
mixer to a single-ended current. /out. Nevertheless, as differential SAW de­
vices become available, the differential output of the mixer can directly drive 
the IF filter. 

-IF 

'DO 

' ou t 

Hfcta M2^\\~ 

Figure 6.21 Conversion of differential currents to single-ended output. 
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Mixer Spurious Response In general, a mixer generates various cross-
products of the RF and LO signals and their harmonics. The frequency of 
the resulting components can be expressed as \mcoRF ± ncoiol, where m and 
n are integers. A difficult task in receiver design is to ensure that, except 
for \COLO — <^HF\- such components do not fall tn the IF band. Owing to 
nonhnearities in the RF path, it is possible that harmonics of the interfercrs 
beat with harmonics of the LO, corrupting the downconverted signal. The 
spurious response for various combinations of m and n is usually analyzed 
with the aid of computer programs. 

6.2.2 Bipolar Mixers 

Single-balanced active bipolar mixers can be implemented as shown in Fig. 
6.22, where emitter degeneration is utilized to achieve reasonable linearity. In 
each circuit, the RF input varies the collector current of Q\. and the switching 
operation of Qz-Q:* multiplies this variation by a square wave. The circuit 
of Fig. 6.22(a) exhibits a relatively high input impedance and is not suited to 
heterodyne receivers where the image-reject filter must be terminated with a 
50-J3 impedance. In Fig. 6.22(b), on the other hand. RE + l/g»»i is chosen to 
be approximately equal to 50 £1 [2J. As mentioned in the context of common-
base amplifiers (Section 6.1.3), the source impedance. Rs. linearizes the RF 
port of Fig. 6.22(b) to a much greater extent than it does in Fig. 6.22(a) while 
contributing the same amount of noise. 
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Figure 6.22 
inpui device. 

(a) (b) 

Bipolar mixers with RF signal applied lo (a) base, (b) emitter of 

It is instructive to calculate the low-frequency voltage and power con­
version gains of the mixer in Fig. 6.22(b) with the assumption that the Qj-
Qs pair experiences complete, instantaneous switching at each zero-crossing 

file:///mcoRF
file:///colo
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point of VLO- The small-signal collector current of Q\ is equal to le\(f) = 
VRF{1)/{RS + RE + \/gm\)- If the LO waveform has a 50% duty cycle, then 
7C2-/C3 is equal to the product of Ic\ and a squarewave toggling between —1 
and 4-1, yielding 

VRF{t)Rc 4 
Voui(0 = - — , „ ' , 1 • -cosw/ .^ f , (6.22) 

Rs + RE + Vgrnl * 
where higher LO harmonics are neglected. Since multiplication of Vgp(t) by 
coscoLot is equivalent to shifting VREUO) by ±<wto and dividing the result by 
a factor 2. the IF output in the frequency domain is equal to 

Rs + RE + l/g,„\ it 

The voltage conversion gain is equal to the output IF voltage, VIE, divided by 
the input RF voltage (at node X). 

= (2RcM/{Rs + RE + l/gm\) 
v (RE + Vgn,l)/(RS + RE + l/gmi) 

2 Rc 

7t RE + l/gmi' 

which, for matched input, Rs = RE + L/&mi> reduces to 

(6.25) 

1 2RC 
AV = -—-. (6.26) 

7X Ks 

To calculate the power conversion gain, we note that the average IF power 
delivered to the load is equal to 

PtF = % = * . (6-27) 
LK.C 

where the factor 2 in the denominator signifies the fact that Vff >rjB4 appears 
across 2 Re- From (6.23), we have 

P = VRr.r,n,Rc 4 1 
fF (Rs + RE + l/gmi)2x22Rc 

VRErm<Rc 2 

(Rs + RE 4- l/gmi)27T2' 

The available source power is 

(6.29) 

V2 

y RF.rms 
4/?s 
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The power gain is therefore given by 

AP = %r (6-31) 
* in 

8 Rs- Re 

7T2(Rs + RE + l/5mi)2 

which, for Rs = RE + l/gm\, reduces to 

1 2Rc 

(6.32) 

Ap = -z—-. (6.33) 
7X 

2 R 

From Eqs. (6.26) and (6.33), we note that, in general, Ap ^ A\, and 
hence the voltage and power conversion gains are not equal if expressed in 
decibels. In the special, but rare, case where the differential load resistance, 
2Re, is equal to the source resistance, Rs, we have Ap = Ay. 

The contrast between voltage and power conversion gains can also be 
seen by expressing the latter as 

-TPT7-T 

= Aj£* (6.35) 

indicating a difference of 10 \og(Rs/Ri). 
In reality, the conversion gains of the circuit are somewhat lower than 

those calculated above because of parasitic capacitances in the signal path. 
More accurate values must be obtained by careful simulations. 

Defering the calculation of the noise figure to Section 6.2.4, we now con­
sider the nonlinear behavior of the mixers in Fig. 6.22. The principal source 
of distortion in active mixers is the nonlinearity of the input voltage-to-current 
converter, for example, the network comprising Q\, RE , and Rs in Figs. 6.22(a) 
and (b). The high IIP:, required of mixers usually mandates the use of sub­
stantial resistive degeneration at the input, creating trade-offs among noise, 
nonlinearity, and pow:er dissipation. 

Another type of nonlinearity in the mixers of Fig. 6.22 stems from the 
variation of the base-emitter diffusion capacitance of Q2—Q3 with the collec­
tor current of Q\ [11]. Since in practice the LO signal is close to a sinusoid 
and hence the differential pair does not switch abruptly. Qi and Qj, are simul­
taneously on for a fraction of the period. During this time, the base-emitter 
capacitance of Q2- 03 a c t s a s a nonlinear shunt for the collector current of Q \, 
distorting the collector currents of Q2 and Q$. This effect can be lowered by 
increasing the LO slew rate or decreasing the base resistance of the differential 
pair [11]. 
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It is also interesting to examine the LO-RF feedthrough in Figs. 6.22(a) 
and (b). In both cases, if the LO signal is fully differential and Q2 and Q? are 
perfectly matched, the waveform at node P experiences two full excursions in 
each period of the LO, thus exhibiting frequency components equal to Ico^o 
and above. In Fig. 6.22(a) this waveform is coupled to the RF input through 
the base-collector junction capacitance of Qi, and in Fig. 6.22(b) it is greatly 
attenuated by the high reverse isolation of the common-base stage. The key 
point here is that the leakage signal contains frequency components that are far 
from the band of interest and hence less problematic than direct feedthrough 
of CO i, o. 

In practice, however, the mixer suffers from a finite feedthrough at COIQ. 

The primary reason is that in most cases the LO signal is single ended and 
provided externally, thus coupling through bond wires and the substrate to the 
RF input. For example, in an actual implementation of the circuit shown in 
Fig. 6.22(b), the single-ended LO feedthrough to the RF port is approximately 
equal to —33 dB [2] even though Q\ effectively isolates the input from the 
waveform at node P. 

While exhibiting a lower LO-RF isolation than its counterpart in Fig. 
6.22(b). the circuit of Fig. 6.22(a) has a higher input impedance and is therefore 
better suited to architectures where the LNA and the mixer must inter face 
directly, i.e., if no image-reject filter is necessary. 

Double-balanced bipolar mixers in the form of Gilbert cell have also 
been used extensively. In addition to lower LO-IF feedthrough, the Gilbert 
cell allows further linearization of the RF port by Schmook's technique [12]. 
To understand this technique, first note that if. as shown in Fig. 6.23(a), a bipolar 
differential pair employs two transistors with different emitter areas. A and n A. 
then its input-output characteristic is shifted horizontally by V> In//. Now if 
two such differential pairs are cross connected [Fig. 6.23(b)], then the overall 
characteristic tends to be "smoother." Plotted in Fig. 6.23(c) is the equivalent 
transconductance, Gm, of the compound differential pair as a function of the 
input voltage, revealing that G,n exhibits a flat portion for n ~ 4 [12]. 

In practice, to achieve acceptable linearity, the cross-coupled differen­
tial pairs of Fig. 6.23(b) may still incorporate some resistive degeneration. 
Nonetheless, the combination of the two linearization methods can yield a 
lower noise figure for a given 11 P$ than a single resistively degenerated differ­
ential pair. 

Another double-balanced bipolar mixer is shown in Fig. 6.24 [3]. Here, an 
on-chip transformer both operates as a single-ended to differential converter 
and provides input matching. The bias current of the switching quad is es­
tablished by /££ , and capacitors C\-C:, effect resonance at the primary and 
secondary of the transformer. A 1.9-GHz implementation of this configuration 
in an 11-GHz bipolar technology exhibits an SSB NF of 10.9 dB with an IIP} 
of +2.3 dBm while dissipating 5 mW from a 1.9-V supply [3]. 
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II 'out T 

(a) (b) 

Figure 6.23 (a) Asymmetric differential pair, (h) Schmook's linearized pair, 
(c) variation of equivalent Gm with input level. 

Other linearization techniques are described in [13,14]. 

6.2.3 CMOS Mixers 

Active CMOS mixers can be implemented as the single-balanced and double-
balanced topologies shown in Fig. 6.19. Most of the design considerations de­
scribed above for bipolar mixers apply to the CMOS counterparts as well. For 
example, the trade-offs among noise, nonlinearity. and power dissipation, es­
pecially in the RF voltage-to-current converter, typically lead to a compromise 
in the design. 

Consider the single-balanced mixer of Fig. 6.25. The LO voltage swing in 
this circuit directly affects the conversion gain and the noise. This is because 
the MOS switching pair, A/2-M3, typically requires much greater swings to 
experience complete switching than does a bipolar counterpart. If M2 and M3 
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Figure 6.24 Mixer using transformer at RF input. 

are simultaneously on for a significant part of the period, then some of the RF 
current generated by M\ is "wasted" as a common-mode signal during this time. 
This lowers the conversion gain and. as we will see in Section 6.2.4. increases 
the noise contributed bv M-> and M%. 

For a given LO drive, the switching of Mi and Mj, can be made more 
abrupt by increasing their width or decreasing their drain current. The first 
remedy increases the capacitance seen at node P, shunting the RF current.3 

The second approach decreases the transconductance of Mi and M\. raising 
the impedance seen looking into the source terminals of these devices and 
hence allowing more RF current to flow through the capacitance at node P. 
For these reasons, the total bias current and the width of Mi and M^ must be 
chosen with the available LO swing in mind. 

v*?° \\ZM, 

Figure 6.25 CMOS active mixer. 

The transconductance of Mi and My also increases but more slowly than the capacitance 
at node P. 
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The RF port of the mixer can be linearized by increasing the gate-source 
overdrive voltage of the input transistor. For a given bias current, however, a 
higher overdrive leads to a lower transconductance, thus increasing the noise 
figure and decreasing the conversion gain. In low-voltage design, the trade-off 
between the linearity and the gain of the mixer often becomes problematic. 

CMOS mixers can also be realized in passive form. Shown in Fig. 6.26(a) 
is a downconversion mixer in which switches M\ and Mj are driven by com­
plementary phases of the LO. This circuit has two advantages over its active 
counterparts. First, it achieves a higher / P$ if M\ and Mi experience a large 
gate-source overdrive voltage in the on state so that VRP does not vary their 
on-resistance significantly. Second, it draws no power from the supply voltage. 

M, 

fRF 

VLO 

1 
" o n 1 

Turnon point of 

K IF 

V R F + "TH s^r— 
L̂O • t 

(a) fb) 

Figure 6.26 (a) Passive CMOS mixer, (b) variation of switch on-resistance. 

The passive mixer of Fig. 6.26(a) nonetheless suffers from a number of 
severe drawbacks. First, because the gain of the circuit is less than unity, the 
noise of the stage following the mixer is "magnified'' when referred to VRF. 
Calculations similar to those in Section 6.2.2 show that the voltage gain of the 
mixer in the ideal case of instantaneous switching is equal to 2 / . T ( ^ —4 dB). 
For sinusoidal LO signals, the gain is even lower because M\ and Mi are si­
multaneously on for a considerable part of the period. Second, the large width 
required of M\ and Mi for low on-resistance leads to substantial capacitive 
feedthrough from LO to IF. 

The linearity advantage of passive mixers diminishes at low supply volt­
ages. As shown in Fig. 6.26(b). with sinusoidal LO signals, the switches have 
a relatively small gate-source overdrive voltage for a significant part of the 
period. Thus, the RF input greatly varies the switch on-resistance during this 
time, introducing distortion. 

6.2.4 Noise in Mixers 

The time variance and frequency translation in mixers make it difficult to cal­
culate the noise figure. As illustrated conceptually in Fig. 6.27. the noise com­
ponents of interest lie in the RF range before downconversion and in the IF 
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range after downconversion. The translation of the RF noise components by 
the switching stage prohibits the direct use of small-signal ac and noise analysis 
in SPICE, mandating simulations in the time domain. However, most present 
versions of SPICE do not provide time-domain noise analysis. Another diffi­
culty is that the noise contributed by the switching stage exhibits time-varying 
statistics. 

RF 
Noise 

IF 
Noise 

LO 

Figure 6.27 Conceptual view of a mixer. 

Qualitative Analysis Before calculating noise of mixers, we make some 
qualitative observations regarding the single-balanced topology of Fig. 6.28(a). 
What are the sources of noise in this circuit? In the RF path, the thermal noise 
due to the base resistance of Q\ and the emitter resistor, RE, and the collector 
shot noise of <2i constitute the principal components. In the IF path, resistors 
Rc\ and Rci introduce thermal noise. 

[C1 

V, IF 

fcc 

*C2 'C1 

rt" , VtL 
'n rb 

pCV^HC 

(a) (b) 

Figure 6.28 (a) Single-balanced mixer, (b) noise contribution of Qz when Q\ is 
off. 

The noise contributed by (2: and QT, requires more attention. First, let us 
assume these transistors switch instantaneously. Then, as shown in Fig. 6.28(b), 
each device is on for approximately half of the LO period, pumping noise to 
the output because the parasitic capacitance at node P, Cp, provides a finite 
impedance to ground. Arising from the base-emitter junction of Q2 and Q3 
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and collector-base and collector-substrate junctions of Q\, this capacitance can 
be substantial if the transistors are large structures so as to minimize their base 
resistance. Thus, the RF noise due to the base resistance and collector current 
of Q2 is translated to IF by the switching action of this transistor. 

Now consider a more realistic case where the LO signal is not a square 
wave and Q2 and Q3 are simultaneously on for part of the period. During this 
time, the two transistors amplify the thermal noise of their base resistance and 
inject their collector shot noise to the output. From another point of view, the 
operation of Q2 in this case is similar to that depicted in Fig. 6.28(b), except 
that here its emitter sees a low impedance (% l/g™?) to ground. 

It is also interesting to note that while Q2 and QT, are on. both injecting 
noise to the output, the noise in Ic\ has less effect because it appears primarily 
as a common-mode component. In other words, when the noise of Q2 and Q$ 
is most substantial, the noise in Ic\ is not and vice versa. 

From the above observations, we infer that the contribution of thermal 
and shot noise of Q2 and QT, can be minimized by (1) employing large LO 
swings (without saturating Q2 and Q^): (2) lowering Cp. which translates to 
smaller sizes for Q\-Qi and hence higher base resistance noise; (3) reducing 
the base resistance of Q2 and Q:^ which leads to higher Cp: and (4) decreasing 
the collector currents of Q2 and Q?,. The last remedy merits some explanation. 
Since Q2 and Qj, appear in the signal current path, their shot noise current, 

7,7 = 2qlc, directly corrupts the signal and is lowered if Ic decreases. By 
contrast, the effect of shot noise of Q\ can be considered as an input-referred 

voltage, V,j = 2kT/gm = 2kT Wj jIQ, and is minimized if Ic increases (so long 
as the effect of base shot noise is negligible). In other words, as the collector 
current of Q\ is reduced, this transistor contributes more noise while Q2 and 
Qy contribute less. 

The trade-offs described above require a careful choice of device size and 
bias currents so as to minimize the overall noise figure. To allow independent 
values of collector currents in Q\ and Q2-Q?,, a current source can be added 
as shown in Fig. 6.29 [15]. If. for example. Is & Q.BIci, then the collector 
currents of Q2 and Q3 are lowered by a factor of 5. substantially reducing the 
shot noise current of Q2 and Q:,. Furthermore, for a given allowable voltage 
drop across Rci and Rci- the value of these resistors can be increased by a 
factor of 5, thus raising the voltage conversion gain. This approach, however, 
faces two important issues. First, as the collector current of Q2 and (?3 is 
lowered, the impedance seen looking into their emitters rises, allowing more 
RF current provided by Q\ to be shunted to ground through Cp. Second, the 
noise current arising from Is itself directly adds to the RF signal. For these 
reasons, the addition of Is to the mixer may decrease the noise figure by only 
a small amount. 

It is important to make two other observations regarding the mixer of Fig. 
6.28(a). First, the thermal noise generated by the output resistance of the LO 
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®k 

Figure 629 
and 04-

Addition of current source Is to lower the collector current of Q% 

circuitry also raises the noise figure, often requiring high power dissipation in 
the LO output buffer. For example, as depicted in Fig. 6.30, if a differential 
pair precedes the LO port, the noise produced by such a stage may be much 
higher than that due to Q2 and £3. This effect is intensified by the high noise 
floor of typical oscillators. Note that double-balanced mixers are much more 
immune to LO noise. Second, if the mixer output is sensed in a single-ended 
form, e.g., at node X with respect to ground, then low-frequency noise in the 
collector current of Q\ passes to the output with no frequency translation. 
This is because, as explained in Section 6.2.L noise components in Ic\ in the 
IF range appear in Vx as well. This phenomenon is usually quite significant 
because low-frequency noise is not attenuated by the parasitic capacitances in 
the RF signal path. 

Rck 
'cc 

-C02 O 
4 4 LO 

V 
Figure 6.30 Inclusion of LO output noise in a mixer. 
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Most of the above analysis applies directly to MOS implementations if 
the collector shot noise current is replaced with channel thermal noise. Some of 
the differences in the noise behavior of bipolar and MOS mixers are as follows. 

In the MOS mixer of Fig. 6.25, Mi and M^ typically require approximately 
I V of differential LO drive to experience complete switching. With sinusoidal 
LO signals, the two transistors are simultaneously on for a greater fraction of 
the period than their bipolar counterparts, potentially injecting more noise to 
the output. However, for a given bias current, the channel noise current of 
MOSFETs is usually several times lower than than the collector shot noise 
current of bipolar transistors. Consequently, the overall noise contribution of 
the switching pair may be roughly the same in both technologies. However, 
the conversion gain of the MOS implementation may be lower because the 
RF signal is a common-mode perturbation during the time A/j and M3 are on 
simultaneously. These parameters strongly depend on the specific design and 
the available LO swings. 

Another difference is that, for comparable device sizes and parasitic ca­
pacitances, the gate resistance of MOSFETs is much less than the base resis­
tance of bipolar transistors. 

Quantitative Analysis Consider the single-balanced mixer shown in 
Fig. 6.31(a). From our qualitative analysis, we can identity three sections in the 
circuit: the RF section, the time-variant section, and the IF section. To arrive at 
an estimate of the noise figure, we apply the following procedure: (1) for each 
source of noise, calculate a "conversion gain" to the IF output; (2) multiply the 
magnitude of each noise by the corresponding gain and add up all the resulting 
powers, thus obtaining the total noise at the IF output: (3) divide the output 
noise by the overall conversion gain to find the input-referred noise voltage, 

V£;and(4) calculate NF = V%/(4kTRs). 
Let us apply the above procedure to the circuit of Fig. 6.31(a), assuming 

the RF input is around 900 MHz and the LO output is around 50 MHz. As 
shown in Fig. 6.31(b), we use the small-signal ac analysis in SPICE to represent 
the noise of Rs. M\. and 1$ by three current sources: IRF for the RF range, 
/,„, for the image frequency, and Up for the 50 MHz range. Owing to parasitic 
capacitances in the signal path. If and /,-„, may contribute differently and must 
therfore be modeled separately. We also represent the IF thermal noise of /?w 

hy In,RD-
In the next step, we compute the conversion gain from each current 

source to the output. Substituting 1RF = I^coscoit. I.m = I2cosa>2(, and 
hr — I3, cos coyt and applying the LO signal to M : and M?, we perform a 
time-domain simulation followed by fast Fourier transform (FFT) to calculate 
the IF content in the output voltage. To distinguish the relative contributions 
of each source, the frequencies co\, coj, and COT, are chosen such that their cor­
responding components at the IF output do not coincide. The contribution of 
Ai RD can be included easily. 
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Figure 6.31 (a) Sections of a mixer, (b) modeling the noise in the RF section, 
(c) modeling the noise in time-variant section. 

The noise contributed by the switching pair must also be taken into ac­
count. The difficulty in including this noise is that the drain currents of A/? and 
M% vary periodically, making the noise statistics also periodic functions of time. 
As a first-order approximation, we can model the noise with a voltage source in 
series with each gate [Fig. 6.31(c)] and choose the magnitude according to the 
transconductance of Mj and A/3 under equilibrium conditions (7/>2 = ^03)-
The IF noise is then calculated by finding the conversion gain for each source 
(while the LO signal is also applied). Alternatively, the noise can be made a 
function of the drain current of the transistors [16]. 

With the above calculations, the output noise in the IF range can be found 
by multiplying each noise source by its respective conversion gain and adding 
up the noise powers. In this computation, the different levels of impedance at 
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different points in the circuit may lead to confusion in defining power quantities. 
To avoid this problem, all the noise quantities at the output can be expressed 
in terms of voltages. The total mean square output noise voltage can then be 
referred to the input if it is divided by the square of the voltage conversion gain 
of the mixer. Note that, as explained in Chapter 3. the voltage gain used in 
this calculation is from the voltage source—rather than from node A—to the 
output. The input-referred noise is then normalized to 4kTRs to obtain the 
noise figure. 

Other approaches to calculating the noise of mixers are described in [17]. 

6.3 CASCADED STAGES REVISITED 

Our analysis of noise in cascaded stages led to the Friis equation in Chapter 2. 
In practice, a great deal of confusion may arise if this equation is applied to a 
cascade of stages where the impedance levels vary from one block to the next. 
In this section, we study two cases so as to reinforce the concepts of noise, loss, 
voltage conversion gain, and power conversion gain. 

Consider the circuit shown in Fig. 6.32, where the input and output imped­
ances of the mixer are equal to 50 Q, and 500 f2, respectively. How is the noise 
figure of the circuit calculated: Is the N F of the second stage divided by the 
voltage gain or the power gain of the first stage? This is a case where the concept 
of noise figure is more troublesome than convenient. 

Av = 15dB v 

A p =5dB 'DO 

SSBNF = 10 dB ffj^SOOQ WF=10dB 

t 
** 

LO 

Figure 6.32 Cascade of a mixer and an IF amplifier. 

To find the overall noise figure, we can take two different approaches: (1) 
Avoid defining an N F for A / p, simply consider A / p as part of the mixer, and 
follow the noise calculations outlined in Section 6.2.4. From an "analog" point 
of view, Aip can be fully characterized by an input noise voltage and an input 
noise current, with no need for calculating its noise figure. (2) Return to the 
derivation of the Friis formula with particular attention to the definition of NF. 

While approach (1) seems conducive to IC design, approach (2) becomes 
inevitable if the mixer and the IFamplifier are stand-alone circuits characterized 
by only their noise figures and gains. For this reason, we must still find out if 
the noise figure of A/p is divided by the voltage gain or the power gain of the 
mixer. The first cause of confusion here is the definition of the NF of A/p. 
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In Fig. 6.32 the NF of the second stage must be calculated for R$ = 500 Q. 
but manufacturers" data sheets typically give the NF for a source impedance 
of 50 Q. How are these two quantities related? If the amplifier input-referred 
noise can be modeled with only a voltage source, i.e., if the input noise current 
is negligible (Fig. 6.33), then the noise figures corresponding to two different 
source impedances RSA and RSB are. respectively, given by N FA — 1 + 
V*/(4kTRSA) and NFB = 1 + V^/(4kT RSB). yielding: 

(NFA - ])RSA = (NFB - 1)RSB. (6.36) 

' in 
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Figure 6.33 Calculation of noise figure with respect to source resistances RSA and RSB. 

If the input noise current of the amplifier is not negligible, the two noise figures 
are generally not related by (6.36). As shown in Fig. 6.34, the total input-
referred noise voltage in each case is equal to: V*A (OI = V% + R2(;AI^ and 

V;iB to[ = V* + R\BI%, where the correlation between Vn and /„ is neglected. 
Thus, 

(NFA - l)4kTRSA ~ RIA^ = (#Fu - WkTRSB - R2
SBJi, (6.37) 

indicating that one NF cannot be calculated in terms of the other if I~ is un­
known. For IF amplifiers operating above roughly 50 MHz, the contribution 
of l\ may be significant and (6.36) may not provide an accurate conversion. 
Nevertheless, we continue our derivation by neglecting Ift because the effect of 
this current is ultimately suppressed by the overall gain of the stages preceding 
the amplifier. 
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Figure 6.34 Calculation of noise figure with finite input noise current. 
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The second source of confusion is the Friis equation with different in­
terstage impedance levels. Recall from Chapter 2 that in the Friis equation. 
N F2 — 1 is divided by the available power gain of the preceding stage only if 
N Fz is calculated with respect to Rout\. Thus, in Fig. 6.32 if the noise figure of 
the IF amplifier corresponds to a source impedance of 500 £2, then N FJF — 1 
must be divided by the power conversion gain of the mixer. If, on the other 
hand, the noise figure of the IF amplifier is available for only a source impedance 
of 50 £2 and the input noise current is negligible, then N Fjf — \ must be divided 
by the square of the voltage conversion gain of the mixer. 

We now study a typical heterodyne receive path. Fig. 6.35. and compute 
the overall noise figure. Suppose ports A, B, C, and D are conjugate-matched 
for an impedance of 50 Q. the IF filter sees source and load impedances equal to 
500 Q, and N F(, corresponds to a source impedance of 500 Q. We begin from 
the last stage. Since a matched lossy circuit raises the noise figure by its loss, 
the noise figure referred to port E is NFg = NF^UB + ^5ldB — 15 d B = 31.6. 
Thus, the NF at port D is N FD = NF4 + (NFE - 1) /AP 4 = 15.85 + 9.68 « 
25.53 = 14.1 dB. and the NF at port C is NFc = L 3 | d B + NFD\dB = 
20.1 dB = 102.3. 
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Figure 6.35 Calculation of noise figure in a cascade of stages. 

It follows that the equivalent N F at the input of the LNA is given by 
NFB = NF2 + i N Fc - D/A2

V2 = 1.58 + 3.2 = 4.78 % 6.79 dB. As a result, 
the overall noise figure is equal to NF(ol = L\ |d B 4- NFB\d^ s» 8.79 dB. Note 
the substantial contribution of the stages following the LNA to the overall noise 
figure. 

A powerful tool often used to illustrate the effect of each stage in a cas­
cade upon the signal, the noise, and the intermodulation products is the "level 
diagram." Figure 6.36 shows the level diagram corresponding to the cascade 
of Fig. 6.35. Note that in addition to the parameters of each stage, cumulative 
quantities are indicated so as to represent the levels at the interface between 
consecutive stages. 
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Figure 6.36 Level diagram corresponding to the cascade of Fig. 6.35. 

In constructing a level diagram, several points must be observed. First, 
calculation of the cumulative gain proceeds from the first stage, whereas calcu­
lation of the cumulative noise figure and I Pi, begins from the last stage. Second, 
the I Pi of passive filters is usually assumed to be a large number, for example. 
+100 dBm. Third, since the IF filter suppresses adjacent channel interferers to 
some extent, the cumulative IP?, at the input of the IF filter is proportionally 
higher than the value predicted by the simple relationship derived in Chapter 
2 for the / P-$ of cascaded stages. Fourth, because the impedance levels after 
the first mixer are not necessarily equal to 50 £2, the / P3 of the subsequent 
stages must be specified in volts or dBV. Also, if expressed in volts, the / P$ of 
each stage is divided by the loaded voltage gain preceding that stage. Thus, the 
level diagram must indicate both the power gain (for NF calculations) and the 
voltage gain of each stage. 

Using the stage I Py values shown in the diagram, we calculate the cumu­
lative I Py of the cascade. Suppose the IF filter lowers the interferers by 30 dB 
while attenuating the desired channel by 5 dB. What is the equivalent IP3 at 
point El As shown in Fig. 6.37, since the interferers sensed by the IF amplifier 
are 30 dB lower than those at E, we have 

I ! M2 

where M = 1 /31.6(= 

IP2 

1 r3.E 
-30 dB). 

IP2 IP2 

1 *3,fill ' r 3 , 

* 
amp 

With the filter assumed highly linear. 

IP}E = M 
= 22.1 Wrms 

t u . j o ; 

(6.39) 

(6.40) 
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Figure 6.37 Suppression of adjacent channels by IF filter. 

The cumulative / Px at point D is given by 

1 1 

+ IP1 

1 r 3 , D 
IP2 

Aj 
" & 

(6.41) 

and hence I PI,D % 398 mWrms « + 5 dBm. Note that /P3.D is dominated by 
the mixer nonlinearity. Similarly, IP^c ^ +11 dBm. ZP3.fi ss —12.6 dBm. 
a n d / P 3 . A

 % -10 .6 dBm. 
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7 

OSCILLATORS 

In our study of RF transceivers in Chapter 5, we noted the extensive use of 
oscillators in both the transmit and the receive paths. Interestingly, in most 
systems one input of every mixer is driven by a periodic signal, hence the need 
for oscillators. 

This chapter deals with the design of oscillators for RF applications with 
emphasis on monolithic implementation. Beginning with some general issues, 
we consider basic oscillator topologies and study phase noise in oscillators. 
Next, we describe bipolar and CMOS oscillators and present methods of gen­
erating quadrature and single-sideband signals. 

7.1 GENERAL CONSIDERATIONS 

An oscillator generates a periodic output. As such, the circuit must entail a 
self-sustaining mechanism that allows its own noise to grow and eventually 
become a periodic signal. 

Most RF oscillators can be viewed as feedback circuits. Consider the 
simple linear feedback system depicted in Fig. 7.1(a), with the overall transfer 
function 

Y(s) H{s) 
—^- = -t—. (7.1) 
X(s) 1 - H(s) v ' 

A self-sustaining mechanism arises at the frequency XQ if H(SQ) = + 1 , and the 
oscillation amplitude remains constant if SQ is purely imaginary, i.e., H(SQ = 
jco0) = + 1 . Thus, for steady oscillation, two conditions must be simultaneously 
met at O>Q: (1) the loop gain, \H(jcoo)\,mu$tbe equal to unity, and (2) the total 
phase shift around the loop, /.H(jcoo), must be equal to zero (or 180° if the dc 
feedback is negative). 

206 
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r+Y(s) 

(a) 

Frequency Selective 
Network 

(b) 
Figure 7.1 (a) Feedback oscillatory system, (b) addition of frequency-selective network 
to (a). 

Called Barkhausen's criteria, the above conditions imply that any feed­
back system can oscillate if its loop gain and phase shift are chosen properly. 
Ring oscillators and phase shift oscillators are examples. In most RF oscillators, 
however, a frequency-selective network, e.g., an LC tank, is included in the loop 
so as to stabilize the frequency. This is illustrated conceptually in Fig. 7.1(b), 
although such a network can be part of H(s) as well. We deal with the issue 
of frequency stability in Section 7.4. The frequency-selective network is also 
called a "resonator.'" 

We should also mention that in some cases Barkausen's criteria are nec­
essary but not sufficient [2]. As a simple example, if the phase shift around the 
loop is equal to 360° at zero frequency and the loop gain is sufficient, the circuit 
latches up rather than oscillate. 

The above view of oscillators is called the "two-port" model in microwave 
theory because the feedback loop is closed around a two-port network, e.g.. 
H(s) in Fig. 7.1(a). By contrast, the "one-port model" treats the oscillator as 
two one-port networks connected to each other [Fig. 7.2(a)]. To understand 
this model, suppose the resonator is a simple tank, shown in Fig. 7.2(b) along 
with its parasitic resistances. Recall from Chapter 2 that, for a narrow band of 
frequencies, the circuit can be converted to the parallel combination depicted 
in Fig. 7.2(c). The tank by itself does not oscillate indefinitely because some 
of the stored energy is dissipated in Rp in every cycle. The idea in the one-
port model is that an active network generates an impedance equal to — Rp so 
that the equivalent parallel resistance seen by the intrinsic, lossless resonator 
is infinite. In essence, the energy lost in Rp is replenished by the active circuit 
in every cycle, allowing steady oscillation. 

The two models of Figs. 7.1(a) and 7.2(a) are equivalent in many cases. 
with exceptions including inherently one-port active circuits such as tunnel 
diodes [3]. Oscillators utilized in RF applications often fall in the feedback 
category, but. where applicable, the one-port model can give additional insight 
into their operation. 
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* p ^ C ± 

(b) (c) 

Figure 7.2 (a) One port view of oscillators, (b) LC resonator, (c) equivalent 
circuit of (b). 

The nominal frequency of oscillation is usually determined by the prop­
erties of the circuit, e.g.. the resonance frequency of the LC tank in Fig. 7.2(c). 
But, how about the amplitude? The self-sustaining effect allows the circuit's 
noise to grow initially, but another mechanism is necessary to limit the growth 
at some point. For example, as the amplitude increases, the amplifier saturates, 
dropping the loop gain to a low value at the peaks of the waveform [1]. From 
another point of view, to ensure oscillation start-up, the small-signal loop gain 
must be somewhat greater than one, but to achieve a stable amplitude, the 
"average" loop gain must return to unity. 

Another mechanism used to define the oscillation amplitude is automatic 
level control (ALC). Illustrated in Fig. 7.3, this technique measures the ampli­
tude by means of a peak detector (or a rectifier), compares the result with a 
reference, and adjusts the gain of the oscillator with negative feedback. Thus, 
at the start-up. the amplitude is small and the gain is high, and in the steady 
state, the amplitude is approximately equal to VREF • The use of ALC allows 
the oscillator to remain ''linear" if VREF is chosen properly, providing a sinu­
soidal output with low distortion. However, the complexity of the circuit and 
the possibility of additional noise contributed by ALC have prevented wide 
usage of this technique in RF applications. 

Oscillator 

Gain 
Control 

L < 

Peak 
Detector 

fREF 

Figure 7.3 Automatic level control. 
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What is the desired output waveform of an RF oscillator? Recall from 
the analysis of mixers in Chapter 6 that the noise contributed by the switching 
pair is minimized if the LO waveform exhibits abrupt transitions. Moreover, 
effects such as direct feedthrough are suppressed if the LO signal has a 50% 
duty cycle. Thus, the ideal waveform in this case is a square wave. In practice, 
however, circuit bandwidth limitations, particularly in LC oscillators, result in a 
waveform close to a sinusoid. Consequently, as shown in Fig. 7.4, the waveform 
is generated with a large amplitude to approximate a square wave in the vicinit) 
of the zero crossings. 

Oscillator V. 
M, M 

out ^ 

'out 

nq * Input swing 
to turn off 
/W1 or M2 

Figure 7.4 Approximation of a square wave with a large sinusoid. 

In applications where the outputs of two or more oscillators are mixed 
to produce new frequencies, the desired waveform may be a low-distortion 
sinusoid. We return to this issue in Section 7.9. 

The need for a 50% duty cycle in most oscillators calls for differential 
topologies, an important point to remember in the study of various oscillator 
configurations. 

72 BASIC LC OSCILLATOR TOPOLOGIES 

Most discrete RF oscillators incorporate only one active device. This is for two 
reasons: (1) to minimize the noise, and (2) to lower the cost. While the first 
reason still holds, the second is of little concern in IC technologies. The basic 
oscillators described in this section fall in the "one-transistor" category, serving 
as the first step toward understanding the design principles. 

Following the feedback model of Fig. 7.1(a). we postulate that a one-
transistor LC oscillator may include an LC tank at the collector of a bipolar 
transistor, with the feedback signal applied to the base or the emitter (Fig. 7.5). 
(The same idea applies to FET implementations as well.) Let us assume that, as 
shown in Fig. 7.6(a), the tank consists of an inductor and a capacitor in parallel. 
Since at resonance, the impedance of the tank is real, the phase difference 
between its current and voltage is zero. Thus, to achieve a total phase equal to 
zero, the feedback signal must return to the emitter of the transistor. This is the 
basic idea in a number of oscillator topologies. 
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(a) (b) 

Figure 7.5 Feedback from (a) collector to base, (b) collector to emitter. 

The connection of the tank to the emitter entails an important issue: the 
resistive loading seen at the emitter terminal, l/gm. If the collector voltage is 
directly applied to the emitter, this resistance drastically reduces the Q of the 
tank, dropping the loop gain to below unity and preventing oscillation. For this 
reason, the emitter impedance must be transformed to a higher value before it 
appears in parallel with the tank [Fig. 7.6(b)]. 

X 

J 
• i \ 
9r 

(a) 

® 

(b) 

1 9m 

Impedance 
Transformer 

(c) 

Figure 7.6 (a) Direct feedback from collector to emitter, (b) insertion of an 
impedance transformer, (c) use of an explicit transformer. 

A simple approach to transforming the emitter impedance is to incorpo­
rate a transformer in the tank, Fig. 7.6(c). For a lossless step-down transformer 
with a turn ratio n, the parallel resistance seen by the tank is equal to n2/gm. 

Passive impedance transformation can also be accomplished through the 
use of tanks with capacitive or inductive dividers (Chapter 2). Illustrated in 
Figs. 7.7(a) and (b), the resulting circuits are called the Colpitts and Hartley os­
cillators, respectively. From the derivations in Chapter 2, we note that the equiv­
alent parallel resistance in the tank is approximately equal to (1 + C\ j C2)

2/gm 

in Fig. 7.7(a) and (1 + Lij L\)2 j gm in Fig. 7.7(b). enhancing the equivalent Q 
by roughly the same factor. 
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Figure 7.7 (a) Colpitts and (b) Hartley oscillators. 

Let us now discuss the choice of the inductor and capacitor values and the 
properties of <2i • The resonance frequency is cor = (y/LcqCeq)~

i, where Leq 

and Ceq are the equivalent inductance and capacitance in the parallel tanks of 
Figs. 7.7(a) and (b). From the point of view of achieving large voltage swings. 
it is desirable to maximize the value of the inductor. To understand why, first 
note that the Q of inductors is typically much lower than that of capacitors, 
making it possible to write the equivalent parallel resistance of the tank as 
Rp = (L^corf/Rs, where Rs models the loss of the inductor as a series 
resistance. In typical inductors, Leq and Rs scale proportionally; that is. if Leq 

increases by a factor w, then so does Rp. Since the impedance of the tank 
at resonance is equal to Rp, the voltage swing for a given bias current also 
increases by the same factor. If the inductor is off-chip, increasing its value also 
minimizes the effect of bond wire inductance, an important issue at frequencies 
above 1 GHz. 

Maximizing the value of the inductor, however, entails two trade-offs. 
First, the self-resonance frequency of the inductor decreases, approaching the 
oscillation frequency of interest. Second, the tank capacitance becomes limited 
by device parasitics, making it difficult to vary the frequency by adding a variable 
capacitor to the oscillator. We return to these issues in Section 7.4. 

Transistor Q\ is the primary source of noise in the oscillators of Fig. 7.7 
and hence plays an important role. The base resistance thermal noise and the 
collector shot noise can be mimimized by increasing the size and decreasing 
the bias current of the transistor, respectively. However, the first remedy raises 
the parasitic capacitances, and the second lowers the voltage swing. Thus, a 
compromise is usually necessary. The bias current is typically chosen to yield 
maximum swing at node X without saturating Q\. 

The Colpitts oscillator incorporates only one inductor and is thus more 
frequently used than the Hartley circuit. Both oscillators, however, suffer from 
two drawbacks. First, for the emitter impedance of the transistor to have negli-



212 Chap. 7 Oscillators 

gible effect on the Q of the tank, the ratio of the capacitors or inductors tends 
to be a large number. Second, these oscillators provide only a single-ended 
output. 

One-Port View While we have arrived at Colpitts and Hartley topolo­
gies through a feedback model of oscillators, a one-port representation is also 
possible here, providing more insight into the behavior of these circuits. Con­
sider the circuit shown in Fig. 7.8(a), where M\ is biased in saturation. Note 
that none of the nodes is grounded. What is the small-signal impedance Z i n? 
As shown in Fig. 7.8(b). we can write the sum of IQ\ and the current through 
C2 as 

~8« + (-7^ + Vx) C2s = /.v. (7.2) 
C\s \ Cis J 

where the gate-drain capacitance has been neglected. Thus, 

Vx = _gm 1 1 

Ix 
+ + (7.3) 

C1C2S2 C\S Cis 

For a — j(o, this impedance contains a negative real part equal to —gmj 
(C\C2(o2), indicating that the circuit can oscillate if an inductor is placed be­
tween the drain and the gate [Fig. 7.8(c)]. 

J t> i =FC: 

(a) 

* f r \ 

(b) 

J-1 

"—lt>i T 
C l * 

{HM, d=c 

(b) 

Figure 7.8 (a) One-port active circuit, (b) calculation of input impedance, (c) 
connection of an inductor in parallel with the port. 

Since the above derivation assumed no ground connection in the circuit, 
we can obtain three different topologies by grounding one of the three termi­
nals. This is illustrated in Fig. 7.9. 

73 VOLTAGE-CONTROLLED OSCILLATORS 

The frequency of most RF oscillators must be adjustable. For example, the 
front-end downconversion and upconversion functions studied in Chapter 5 
must select one of many channels because a given transceiver is assigned dif­
ferent carrier frequencies at different times. Thus, the LO frequency in each 
case must vary in well-defined steps (e.g., 30 kHz in IS-54). If the output fre­
quency of an oscillator can be varied by a voltage, then the circuit is called 
a "voltage-controlled oscillator" (VCO). While current-controlled oscillators 
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Figure 7.9 Oscillator topologies obtained by grounding one terminal of the 
circuit in Fig. 7.8(c). (Biasing not shown.) 

are also feasible, they are not widely used in RF systems because of difficulties 
in varying the value of high- Q storage elements by means of a current. 

How is the frequency of an oscillator varied? In LC implementations, 
(part of) the tank capacitance can be provided by a reverse-biased diode ("var-
actor") so that the dc voltage across the junction controls the resonance fre­
quency. Illustrated in Fig. 7.10 are two tank configurations incorporating a 
varactor diode. 

cont 

Figure 7.10 Varactor diodes added to a tank. 

In our studies of phase noise and phase-locked synthesizers, we will need 
a mathematical model of VCOs. We define an ideal VCO as a circuit that 
generates a periodic output whose frequency is a linear function of a control 
voltage, Vcont: coou{ = COFR + KvcoKom- where coFR is the "free-running" 
frequency and Kyco is the "gain" of the VCO (specified in rad/s/V). The 
existence of a>pR in the above equation simply indicates that, for the practical 
range of Vcont, coout may not approach zero. In other words, Vcont creates a 
change around copR- Since phase is the integral of frequency with respect to 
time, the output of a sinusoidal VCO can be expressed as 

• (, y(t) = A cos (oFRt - KVc Vcanldt (7-4) 
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For example, if VconI is a constant voltage VQ, then y(t) = A cos[(a>f R -+• 
Kyco M '•' — <?o]- where <fo represents the initial value of the phase. Thus, as 
expected, if Vcom is constant, the frequency is simply shifted by Kyco K-ont-

Equation (7.4) implies that a VCO is in fact a frequency modulator, and 
the results obtained in Section 3.2 apply here as well. In particular, for sinu­
soidal modulation. i'Cont(0 = V>n cosa>mf, we have 

/ Kyco \ 
\{t) — /l cos w/r/ff H — V„, sin(omt ) , (7.5) 

\ 0»m J 
indicating that the VCO has a tendency to reject high-frequency components 
that appear at its control input. Also, if \KvcoVm/(t>m\ <^ 1 rad, then the 
narrowband FM approximation (Chapter 3) applies, and the output spectrum 
consists of a main component at (Oj. R and two sidebands at O)PR ± com. 

7.4 PHASE NOISE 

As other analog circuits, oscillators are susceptible to noise. Noise injected 
into an oscillator by its constituent devices or by external means may influence 
both the frequency and the amplitude of the output signal. In most cases, 
the disturbance in the amplitude is negligible or unimportant, and only the 
random deviation of the frequency is considered. The latter can also be viewed 
as random variation in the period or deviation of the zero crossing points from 
their ideal position along the time axis. 

For a nominally periodic sinusoidal signal, we can write ,v(/) = A 
cos[ct>cf + <pn(t)]- where <p„{t) is a small random excess phase representing 
variations in the period. The function </>„(/) is called "phase noise." Note that 
for |0„(OI ^ 1 rad, w e have x{t) % A coscoc! — A<pn(t)sm.aict; that is, the 
spectrum of 0„(r) is translated to ±a>c. 

In RF applications, phase noise is usually characterized in the frequency 
domain. For an ideal sinusoidal oscillator operating at wi. the spectrum as­
sumes the shape of an impulse, whereas for an actual oscillator, the spectrum 
exhibits "skirts" around the carrier frequency (Fig. 7.11). To quantify phase 

Ideal Oscillator Actual Oscillator 

A 

COe CO C0 C CD 

Aco 

Figure 7.11 Output spectrum of ideal and actual oscillators. 
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noise, we consider a unit bandwidth at an offset Aw with respect to coc. calculate 
the noise power in this bandwidth, and divide the result by the carrier (average) 
power. For example, if the carrier power is —2 dBm and the noise power 
measured in a 1-kHz bandwidth at an offset of 1 MHz is equal to —70 dBm. 
then the phase noise is specified as —70 dBm +2 dBm —30 dB = —98 dBc/Hz. 
where dBc means "in dB with respect to carrier." 

7.4.1 Effect of Phase Noise in RF Communications 

To understand the importance of phase noise in RF systems, consider a generic 
transceiver as depicted in Fig. 7.12, where a local oscillator provides the carrier 
signal for both the receive and transmit paths. If the LO output contains phase 
noise, both downconverted and upconverted signals are corrupted. This is 
illustrated in Fig. 7.13. 

LNA 

^ I ^ ^ S ^ . Band Pass ^ / O v ^ 
^ ^ * | Filter r * V y ~ ^ 

Duplexer 
Filter 

Frequency 
Synthesizer : LO; 

<] Band Pass 
Filter 0— 

Figure 7.12 Generic transceiver front end. 

Referring to the ideal case depicted in Fig. 7.13(a), we note that the signal 
of interest is convolved with an impulse and thus translated to a lower (and a 
higher) frequency with no change in its shape. In reality, however, the wanted 
signal may be accompanied by a large interferer in an adjacent channel, and 
the local oscillator exhibits finite phase noise [Fig. 7.13(b)]. When the two 
signals are mixed with the LO output, the downconverted band consists of two 
overlapping spectra, with the wanted signal suffering from significant noise due 
to the tail of the interferer. This effect is called "reciprocal mixing." 

Shown in Fig. 7.13(c), the effect of phase noise on the transmit path is 
slightly different. Suppose a noiseless receiver is to detect a weak signal at ah 
while a powerful, nearby transmitter generates a signal at cc>\ with substantial 
phase noise. Then, the wanted signal is corrupted by the phase noise tail of the 
transmitter. 

The important point here is that the difference between a>\ and o>2 can be 
as small as a few tens of kilohertz while each of these frequencies is around 900 
MHz or 1.9 GHz. Therefore, the output spectrum of the LO must be extremely 
sharp. For example, in IS-54, the phase noise power per unit bandwidth must 
be about -115 dBc/Hz at 60 kHz offset. 



216 Chap. 7 Oscillators 

LO 

Signal > & 
Wanted A ^Output 

C0„ 
—*• 
03 

Wanted 
Signal v 

1 
Downconverted 

Signal 
(a) 

•55-
03 

Interferer 
LO Wanted j 

Outpu tN^ III Signal . X 

CO 

Downconverted 
Signals 

CO 

(b) 

Nearby 
Transmitter 

Wanted 
Signal 

/ 

(c) 

Figure 7.13 (a) Downconversion by an ideal oscillator, (b) reciprocal mixing, (c) effect of 
phase noise in transmitters. 

To arrive at some representative phase noise specifications, let us consider 
the example depicted in Fig. 7.14, where the wanted channel is 30 kHz wide 
and 60 dB below an unwanted channel 60 kHz away. How low should the 
phase noise of the unwanted channel at 60 kHz offset be so that the SNR in 
the desired channel exceeds 15 dB? The total noise power introduced by the 
interferer in the desired channel is equal to 

Pn tot = / & (/W (7.6) 

where S„{f) denotes the phase noise profile of the unwanted channel and ft 
and /// are the lower and upper ends of the desired channel, respectively. For 
simplicity, we assume S„(f) is constant in this bandwidth and equal to So, 
obtaining P>lA0X — S0(fH - / i ) . Thus, 

SNR = 
F\ 11 

SO(/H - hY 
(7.7) 
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Figure 7.14 Calculation of signal degradation due to phase noise. 

yielding l()log(50/PSje) = - 1 5 dB -101og( / w - f L ) . Since the interferer 
power, P i m , is 60 dB higher than P^. we have 101og(5b/Pint) = —15 dB 
—101og(//f — ft) — 60 dB. It follows that the phase noise must not exceed 
-115 dBc/Hz at 60 kHz offset. Note that while the number -115 dBc.'Hz 
seems quite small, it rises to approximately —70 dBc when integrated in a 30-
kHz band. If the phase noise varies substantially from j \ to / / / , then it must 
be specified at several frequency offsets and the integration in (7.6) must be 
carried out accordingly. 

Phase noise of a local oscillator also corrupts the information carried in the 
phase of the carrier. For example, the downconversion of a QPSK waveform 
by a mixer that is driven by a noisy LO results in the constellation shown in Fig. 
7.15 [4]. Thus, the bit error rate in the detector may increase significantly. 

Figure 7.15 Effect of phase noise on QPSK signal constellation. 

7.4.2 Q of an Oscillator 

The phase noise of LC oscillators usually depends on their Q. Intuitively, we 
expect that the higher the Q of the tank, the sharper the resonance and the 
lower the phase noise skirts. It is instructive to examine three definitions of Q 
within the context of oscillators. 

Basic physics defines the Q as 2TT x (energy stored/energy dissipated per 
cycle). For an LC tank, Q is an indication of how much of the energy is lost as 
it is transferred from the capacitor to the inductor and vice versa. 



218 Chap. 7 Oscillators 

Resonant circuits usually exhibit a bandpass transfer function. The Q can 
also be defined as the "sharpness" of the magnitude of the frequency response. 
More specifically, as shown in Fig. 7.16. Q is defined as the resonance frequency 
divided by the two-sided —3-dB bandwidth. These two definitions yield the 
same value for a simple LC tank. 

Figure 7.16 A definition of Q. 

Another definition of Q that proves especially useful in oscillators is 
illustrated in Fig. 7.17. Here, the circuit is considered as a feedback system and 
the phase of the open-loop transfer function, <p(co), is examined at resonance. 
The Q is then denned as 

2 

dcp 

dta 
(7.8) 

Called the "open-loop Q" herein, this definition has an interesting interpreta­
tion if we recall that for steady oscillation, the total phase shift around the loop 
must be zero. Now suppose the oscillator frequency slightly deviates from o)(). 
Then, if the phase slope is large, a significant change in the phase shift arises, 
thus violating the condition of oscillation and forcing the frequency to return to 
COQ. In other words, the open-hop Q is a measure of how much the closed-loop 
system opposes variations in the frequency of oscillation. 

w(yco) <t) = /H(yco) 

to, CO 

Figure 7.17 Definition of Q based on open-loop phase slope. 

Let us apply (7.8) to the Colpitts oscillator of Fig. 7.18(a) to find the Q 
in terms of the circuit component values. We open the loop at the drain of 
M\, inject a current into the tank, and calculate the resulting current in M\. 
Following the analysis of Section 7.2 and assuming the Q of the tank is limited by 
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the transformed value of l/g,„i, we utilize the equivalent circuit of Fig. 7.18(b) 
to write 

Vx . hi j 
' i n V - p n J -eq^ 

R, (7.9) 

where Ceq % d C 2 / ( C i + C 2 ) and/? p ^ (1 + C , / C 2 ) 7 g w l . If (C, + C 2 ) J » 
gm. then the voltage applied to the source of M\ is approximately equal to 
Vx[Ci/{C\ + Co)], and the resulting drain current /out = — gm Vx[C2/(Ci 4-
C2)]. It follows that the open-loop transfer function is 

'out (s) = 
O 

Ls 
1 

C cq-̂  

The term inside the parentheses gives a phase shift of 

A', 

7T _, La) 
(b(oj) = tan —, 

2 Rp(l - LC^P-) 

(7.10) 

(7.11) 

and hence, at co = COQ = l / v /LC^ q \ 

d<t> i 

doj 
tu=a)o — ^^-eq**/? (7.12) 

Thus. £> — RpC^coo = RP/(L<OQ), the same value as obtained in the above 
two definitions. Note that we have neglected the phase shift in the transistor 
itself. 

Ceq=F ? " 

=?c, 

V T C I 

®'.r 

(a) (b) 

Figure 7.18 (a) Open-loop Colpitis oscillator, (b) equivalent circuit of the drain 
network. 

In this example, we have assumed that Rp arises only from the input 
resistance of the transistor. In reality, the inductor and the capacitor exhibit 
their own loss, further lowering the Q. The overall Q is sometimes called 
the "loaded Q" to distinguish it from the Q of the tank itself, emphasizing the 
resistive component introduced by the transistor and any buffer stage following 
the oscillator. 
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7.4.3 Phase Noise Mechanisms 

Phase noise in oscillators has been studied extensively [5, 6,7]. Effects such as 
nonlinearity and periodic variation of the circuit parameters make the analysis 
of phase noise quite difficult. Nonetheless, for simple LC oscillators linear 
approximations have been used judiciously, yielding reasonable errors in the 
prediction of phase noise [6, 7]. More rigorous analysis of oscillators is still a 
topic of active research. 

Oscillator phase noise is generated primarily through two mechanisms, 
distinguished by the path into which the noise is injected. Recall that a VCO 
includes both a (feedback) oscillation signal path and a frequency control path. 
Illustrated in Fig. 7.19, the noise, x(t). appearing in these paths gives rise to 
distinctly different effects. We examine each case separately. 

'cont 

'cont Noise • *-(-{-

Noise 
x(t) < 

1 
* t 

y(t) o "out 

(a) (b) 

Figure 7.19 Phase noise in (a) signal path, (b) control path. 

Noise in Signal Path Consider the circuit of Fig. 7.19(a), where the 
noise is injected into the oscillation signal path. How is y(t) affected by v(f)? 
Representing the open-loop circuit by a linear transfer function H(s), we can 
write 

Y(s) His) 
(7.13) X(s) I - His) 

In the vicinity of the frequency of oscillation, co — ajQ+Aco, we can approximate 
H(jco) with the first two terms in its Taylor expansion: 

H(jeo) - H{j<*i) + Aw 
dH 

dco 
(7.14) 

Since H{ja)(}) — +1 and typically \AcodH/da>\ <§; 1. (7.13) reduces to 

X 
(cO{) + Aa>) 

- 1 

AOJ-
dH' 

dco 

(7.15) 
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Output Spectrum 

Noise Power 
Spectral Density 

CO C 0 0 CO 

Figure 7.20 Noise shaping in oscillators. 

con CO 

implying that a noise component at to = wo + Aco is multiplied by 
— (AcodH/dco)~l when it appears at the output of the oscillator. In other 
words, as shown in Fig. 7.20, the noise spectrum is shaped by [25J 

— L/Oo + Aw)] 
1 

(Acoy 
dH 

dco 

? • 
(7.16] 

Let us now consider the term \dH/dco\2. 
H(co) = \H\ exp(jtp), we have 

Expressing H(co) in polar form. 

dH 

dco 

d\H\ 

dco 

d<!>\ 
J\H\ — Jexp(j<p). 

It follows that 

dH 

dco 

2 d\H\ 

dco 

2 dtp 

dco 
\H\ 

(7.17) 

(7.18) 

Equation (7.18) can be used to arrive at a general definition of Q [25], but 
we limit our study here to simple LC oscillators. We make two observations. 
First, in an LC oscillator the term \d\H\/dco\2 is much less than \dtp/dco\2 in 
the vicinity of the resonance frequency. Second, the value of \H\ is close to 
unity for steady oscillations. Thus, \dH/dco\2 ^ \dtp/dco\2, allowing (7.16) to 
be written as 

X 
(jco) 

o.r 

4Aco2 ](o0 dtp "2 
(7.19) 

( ^ - ) ( T dco 

From (7.8), we have 

Y 

jCM) 
1 / coo y 

4Q2 \Aco) 
(7.20) 



222 Chap. 7 Oscillators 

Known as "Leeson's equation" [6], this expression reveals the dependence of 
the output noise upon the Q of the tank, the center frequency, and the offset 
frequency. Note that (7.20) includes the effect of noise on both the amplitude 
and the phase of the carrier. The phase noise is typically half the value given 
by (7.20). 

It is important to note that the overall phase noise power with respect to 
the carrier depends on two other parameters as well: the noise generated by the 
devices, that is. the magnitude of X(ja>) and the amplitude of oscillation. V$. 
In the oscillators of Fig. 7.7, for example, the noise contributed by Q\ arises 
from the base resistance and the collector current IQ\. while the amplitude 
is given by the collector current swing and the parallel equivalent resistance 
Rp. Since the noise current increases in proportion to y/Icu whereas V$ is 
proportional to lc\Rp, typical designs maximize Ic\ without saturating the 
transistor. 

From the above study, we can deduce an interesting property of LC oscil­
lators. As the Q of the tank increases, three aspects of the performance improve 
simultaneously: (1) the noise shaping function, (7.20). becomes sharper: (2) the 
power dissipation decreases; and (3) the noise injected by active devices de­
creases. To understand the last two, note that the equivalent parallel resistance 
of the tank R,, oc Q. and hence the voltage swing V$ oc IQ\ • Q- Thus, a 
higher Q allows a lower Ic\ to achieve the same voltage swing, thereby saving 
power. Furthermore, as 1Q\ decreases, the noise current injected by the tran­
sistor decreases. For these reasons, a great deal of effort has been expended on 
increasing the Q of inductors [10, 11]. 

Our analysis of the noise in the signal path has thus far assumed a linear 
feedback system. As mentioned in Section 7.1, oscillators usually experience 
amplitude limiting and hence nonlinearity, thus "folding" the noise compo­
nents. Illustrated in Fig. 7.21. this effect arises when odd-order nonlinearity in 
the amplitude leads to intermodulation between an injected noise component 
at con and the carrier, creating another component at 2a>o — <o„ [25]. In order 
to represent the effect of noise folding due to nonlinearity. Leeson's equation 
can be multiplied by a factor [8. 9] 

*o> 
2 : 

( • £ ) . < ™ > 4Q2 \Aoj/ 

where A is the actual small-signal loop gain. This relation indicates that the 
loop gain must be chosen as close to unity as possible while ensuring reliable 
start-up. A typical value is between 2 and 3. 

Noise in Control Path In the mechanism studied above, the noise in­
jected into the signal path simply mixes with the carrier. By contrast, noise 
injected into the control path affects the frequency by changing the physical 
properties of the oscillator. For example, if a varactor is used to tune the VCO. 
noise on the dc voltage applied across the diode varies the tank capacitance 
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Figure 7.21 Noise folding in an oscillator. 

and hence the resonance frequency. Viewed as analog frequency modulation, 
this effect translates low-frequency noise components in the control path to the 
region around the carrier [Fig. 7.22(a)]. 

To quantify the FM noise mechanism, as depicted in Fig. 7.22(b), we 
represent the noise per unit bandwidth as a sinusoid with the same average 
power: Vm coso>m/. Denoting the gain of the VCO by Kvco aru^ using the 
narrowband FM approximation, we have 

AQ Vm Kvco 
Vom(0 % Aocoscoot + - ; [cos(ct>n + <om)t-cos(ct>o-com)t\. (7.22) 

2co m 

Thus, the noise power at a>o ± &>m with respect to the carrier power is equal to 
( ^ v c o M J 2 ^ / 4 . In practice. Kvco is proportional to the carrier frequency 
because for a given control voltage range, the tuning range must be a constant 
percentage of the center frequency so as to compensate for process and tem­
perature variations. Note that the effect of this type of noise becomes more 
prominent as com decreases, making 1 / / noise in the control path particularly 
detrimental. 

LA 
-C0 n 0 C0n 

"cont 
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VCO 
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(b) 
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CD 

n,n , . t . t 
" « n 0 C0n ~ -C0 n 0 <0r CO 

Figure 7.22 (a) Modulation of VCO frequency by noise on control line, 
(b) approximation of noise with a sinusoid. 
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We should also mention that the FM noise mechanism arises from not only 
the explicit control path of a VCO, but any source that can vary the frequency 
of oscillation. An interesting example occurs in oscillators employing discrete 
inductors whose value may vary with mechanical vibrations. As another ex­
ample, noise in the collector current of Q\ in Fig. 7.7 varies the base-emitter 
diffusion capacitance, thus modulating the resonance frequency. 

The mechanisms formulated in this section predict that the phase noise 
decreases indefinitely as Ao> increases. In reality, however, the noise reaches 
a relatively fiat floor because the loop does not shape the noise of the devices 
at high frequency offsets. 

7.4.4 Noise-Power Trade-off 

As other analog circuits, oscillators exhibit a trade-off between power dissipa­
tion and noise. Intuitively, we note that if the output voltages of N identical 
oscillators are added in phase (Fig. 7.23), then the total carrier power is multi­
plied by N2. whereas the noise power increases by N (assuming noise sources 
of different oscillators are uncorrelated). Thus, the phase noise (relative to the 
carrier) decreases by a factor TV at the cost of a proportional increase in power 
dissipation. 

Osc. 1 

Osc. 2 

• 
* 

Osc. N 

C00 

\ 

1 Jk 
fhr. 
UJQ 

A 
to0 

Figure 7.23 Addition of the output voltages of N oscillators. 

Our study of phase noise indicates that the following parameters must be 
taken into account: the center frequency, a>o- the power dissipation, P, and 
the offset frequency, Aa>. Thus, the phase noise power of different oscillators 
must be normalized to (a>o/Aco)2/P for a fair comparison. 

7.4.5 Effect of Frequency Division and Multiplication 
on Phase Noise 

Since frequency and phase are related by a linear operator, division of frequency 
by a factor N is identical to division of phase by the same factor. For a nominally 
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periodic sinusoid, x(0 = A cos[wt7 +0„ (t)]. where (f>n(t) represents the phase 
noise, a frequency divider simply divides the total phase by N. 

My 
X\/N = A COS 

CO 

N'- N 
(7.23) 

where the phase noise contributed by the divider is neglected. This indicates 
that the magnitude of phase noise at a given offset frequency is divided by N, 
and from narrowband FM approximation the phase noise power is divided bv 
N2. 

Interestingly, the above trend is observed even if an explicit frequency 
divider is not used. For example, in the LC oscillators of Fig. 7.7, if the total 
tank inductance and capacitance are increased by a factor N, the frequency of 
oscillation decreases by the same factor while the Q, the sources of noise, and 
the amplitude remain relatively constant. Thus, from (7.20), the phase noise 
power at a given offset drops by /V2. 

A similar analysis shows that frequency multiplication raises the phase 
noise magnitude by the same factor. 

7.4.6 Oscillator Pulling and Pushing 

In our study of phase noise, we have tacitly assumed that the magnitude of the 
noise injected into the signal path is much less than that of the carrier, thereby 
arriving at a noise shaping function for oscillators. An interesting phenomenon 
is observed if the injected component is close to the carrier frequency and has 
a comparable magnitude (Fig. 7.24). As the magnitude of the noise increases, 
the carrier frequency may shift toward the noise frequency a>n and eventually 
"lock" to that frequency. Called "injection pulling," this effect is described in 
[12,13]. 
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Figure 7.24 Injection pulling of an oscillator as the noise amplitude increases. 
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In a transceiver environment, various sources can introduce oscillator 
pulling. For example, as described in Chapter 5. the power amplifier output 
may couple to the local oscillator(s). Another example of injection pulling 
arises in the receive path when the desired signal is accompanied by a large 
interferer (Fig. 7.25). If the intcrferer frequency is close to the LO frequency, 
coupling through the mixer may pull coi.o toward o>jn[. Thus, the VCO must be 
followed by a buffer stage with high reverse isolation. As explained in Chapter 
6, however, the noise of such a stage may increase the noise figure of the mixer. 

Interferer 

Desired 
Signal L Low Noise 

Amplifier 

«int co | 1 , 
VCO 

co0 

Figure 7.25 Injection pulling due to large interferer. 

Another type of oscillator pulling is illustrated in the GFSK modulator 
of Fig. 7.26, a topology used in DECT transmitters [14]. Here, the VCO is first 
placed in a feedback loop (Chapter 8) so as to stabilize its output frequency. 
Subsequently, the control voltage of the VCO is switched to the baseband 
signal, allowing the VCO to function as a frequency modulator. However, the 
open-loop operation makes the VCO frequency quite sensitive to variations 
in the load impedance ("load pulling"). In particular, as the power amplifier 
turns on and off periodically to save energy, the VCO center frequency changes 
considerably, demanding a high-isolation stage between the VCO and the PA 
[14]. 

PA 
Baseband 

uala °~ ^%^ 
i > VCO 

Feedback 
Network 

BPF 

Figure 7.26 Load pulling due to variation of impedance. 

RF oscillators in general exhibit a poor supply rejection. In Fig. 7.10, for 
example, if the supply voltage varies, so do the reverse voltage across the var-
actor and the frequency of oscillation. In RF design, this is called "supply push­
ing." An important case of supply pushing occurs in portable transceivers when 
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the power amplifier turns on and off. Owing to the finite output impedance of 
the battery, the supply voltage may vary by several hundred millivolts. 

75 BIPOLAR AND CMOS LC OSCILLATORS 

The stringent phase noise requirements in RF systems generally necessitate os­
cillator topologies incorporating passive resonators. The resonators are built as 
very narrowband SAW or crystal filters, transmission lines, or simply LC tanks, 
with the phase noise typically increasing in that order. For many applications, 
LC tanks having a Q of greater than approximately 20 prove adequate. Re­
call from Section 7.4.3, however, that the relative phase noise also depends on 
sources of noise and the oscillation amplitude. To minimize the former, low-
noise oscillators usually employ only a few active devices in the signal path. 

As with other analog circuits, the design of VCOs becomes more diffi­
cult as the supply voltage scales down. At lower supplies, the voltage swings 
are smaller, thereby yielding a higher relative phase noise. Furthermore, the 
reverse bias voltage range of the varactor is narrower, thus limiting the tuning 
range. Note that since at high frequencies, parasitic capacitances are significant, 
the varactor can change only a fraction of the tank capacitance. 

The limited tuning range in LC oscillators has been viewed as both a merit 
and a drawback! On the one hand, since Kvco is relatively small, the frequency 
is less sensitive to noise on the control line. On the other hand, additional means 
of adjusting the frequency—at least during assembly—are required to ensure 
operation in the band of interest despite manufacturing variations. In many 
RF systems, this is accomplished by adding a small mechanically trimmable 
capacitor in parallel with the varactor. although the tuning range must still 
be wide enough to cover variations with temperature. However, the present 
trend toward higher levels of integration demands that such adjustments be 
eliminated by achieving a sufficient tuning range. 

75.1 Negative-G„, Oscillators 

As explained in Section 7.2, the signal fed back from the collector (or drain) 
of a transistor to its emitter (or source) must pass through an impedance trans­
former so as to avoid loading the tank excessively. In the Colpitts and Hartley 
oscillators of Fig. 7.7, the impedance is transformed by means of passive net­
works. Now consider the oscillator shown in Fig. 7.27(a) where an active buffer, 
B\. is interposed between the collector and the emitter, presenting a relatively 
high impedance to the tank. As depicted in Fig. 7.27(b), the buffer can be 
implemented as an emitter (or source) follower. Note that the base of Q\ is 
connected to VQC t o have the same dc voltage as the base of Qi. (The two 
transistors are assumed to be identical.) The circuit can also incorporate two 
inductors to operate differentially [Fig. 7.27(c)]. However, if the inductors are 
off-chip, bond wire parasitics make it difficult to achieve a small phase mismatch 
between the two tanks. 
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Vcc •—TC?! 

(a) (b) 

(c) 

Figure 7.27 (a) Addition of active buffer in feedback loop of a Colpitts 
oscillator, (b) implementation of buffer with an emitter follower, (c) differential 
implementation of (b). 

The feedback oscillator of Fig. 7.27(c) can be viewed as a one-port imple­
mentation as well. Calculating the impedance seen at the collector of Q\ and 
Q2 as in Fig. 7.28, we note that positive feedback yields R,n = —2/gm. Thus, if 
|/?jn| is less than or equal to the equivalent parallel resistance of the tank, the 
circuit oscillates. This topology is called a "negative-Gm oscillator." 

ligure 7.28 Circuit to calculate the input impedance of cross-coupled pair. 
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In addition to contributing noise, Q\ and Q2 in Fig. 7.27(c) saturate heav­
ily if the peak swing at nodes X and Y exceeds approximately 400 mV. To re­
solve this issue, a capacitive divider can be inserted in the feedback path (Fig. 
7.29), allowing greater swings and higher common-mode level at nodes X and 
Y than at the bases of Q\ and Qj. 

Figure 13.9 Capacitive division in feedback path of an oscillator. 

The negative-Gm oscillator can also be implemented in MOS technology. 
Shown in Fig. 7.30 are three examples [15.16.17]. Since large swings are quite 
benign here, no capacitive divider is required in the feedback paths. The circuit 
of Fig. 7.30(c) achieves differential operation with only one inductor but at the 
cost of higher noise due to /] and I2-

Tuning Issues In order to control the oscillation frequency in the above 
circuits, varactor diodes must be added to the tanks. Fig. 7.31(a) shows an ex­
ample where the junction capacitance of Dy and />> is controlled by VCOnf In a 
typical CMOS technology, D\ and D2 are implemented as shown in Fig. 7.31 (b). 
To understand the tuning range limitations of this circuit, let us assume the rep­
resentative values L\ = L2 = 10 nH. (W/L) t = (W/L)2 = 100 /xm/0.6 /*m, 
IDD = 2 mA. and VQD = 2.7 V, and a center frequency of 1.8 GHz. The di­
mensions of M\ -M2 and the value of IOD are chosen so as to provide sufficient 
loop gain for Q « 4. 

How wide is the tuning range of this circuit? We make three observations. 
First, for integrated inductors in a three-metal layer process, each of L\ and 
L2 exhibits a distributed parasitic capacitance of approximately 0.5 pF, which 
can be lumped into two 0.25 capacitors connected from each terminal of the 
inductor to ground. Second, the total capacitance contributed by M\ and M2 

and a typical output buffer to each of the nodes X and Y is approximately 
equal to 0.25 pF. Third, diodes D\ and D2 are accompanied by roughly 0.1 pF 
of capacitance to the p-substrate. 
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Figure 7.30 CMOS oscillators, (a) output referred to VDD. {b) output referred 
to ground, (c) differential operation with one inductor 
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Figure 7.31 (a) Addition of varactors to control the frequency, (b) imple­
mentation of varactors in CMOS technology. 
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From the above observations, we can calculate the total fixed capacitance 
in each tank to be roughly equal to 0.6 pF. For / = 1.8 GHz and L = 10 nH, 
this leaves only 0.18 pF for the variable component of the varactor capacitance. 
By what factor can this capacitance change? Recall that the drain voltage 
swings are large so as to minimize the relative phase noise. Thus, the minimum 
value of Vx and Vy is typically less than 0.5 V. indicating that Vcont must remain 
below approximately 1.2 V to avoid forward biasing D\ and £>2- Furthermore, 
if the oscillator operates within a frequency synthesizer, the minimum value 
of Vcont> determined by the previous stage, is no less than a few hundred mili-
volts. Such limited range of Vcont typically varies the diode capacitance. Cj, by 
approximately 50%. 

Since in this example the junction capacitance of each varactor constitutes 
only 23% of the overall tank capacitance, a 50% change in Cj translates into 
less than 10% adjustment in the oscillation frequency. 

It is interesting to note the trade-off between the tuning range and the 
relative phase noise. If the voltage swings at nodes X and Y in Fig. 7.31(a) are 
reduced. Vcont can assume higher values, thereby varying the frequency by a 
greater amount. Also, if L\ and L? are decreased, the total tank capacitance 
and hence the contribution of the varactors can increase, widening the tuning 
range, but at the cost of lower voltage swings (or a higher bias current). 

7.5.2 Interpolative Oscillators 

The underlying assumption in the VCOs studied thus far has been that the 
frequency can be varied by only adjusting the tank capacitance (or inductance). 
Interpolative oscillators provide an alternative tuning mechanism by employing 
more than one resonator. 

Shown in Fig. 7.32 is a feedback oscillatory system incorporating two 
transfer functions, H\ (s) and Hj{s), whose outputs are scaled by variable fac­
tors a\ and 0-2* respectively, and summed. The overall open-loop transfer 

n1 

_*,<.) s _ 
'—' ' ^cont# ' ©J 

H2(s) J^ J 

Figure 7.32 Interpolative oscillator. 
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function is therefore equal to H(s) = ct\ H\ (s) + a2H2(s), which must equal 
+1 for the system to oscillate. In the extreme cases where at] = 0 or a2 = 0, 
the oscillation frequency, a>c, is determined by only H\(s) or H2(s), and for 
intermediate values of ai and a2, coc can be "interpolated" between its lower 
and upper bounds. Of course, this occurs only if the roots of H(s) — 1 = 0 
move in a "well-behaved" manner from one extreme to the other. 

To understand the principle of interpolation and its limitations, let us con­
sider the circuit depicted in Fig. 7.33, a conceptual illustration of the oscillator 
described in [18]. In this circuit, /?i and R2 denote the equivalent parallel resis­
tance of each tank. For the system to oscillate, the open-loop transfer function 
must equal unity: 

o i 
Gm i R]L is 

R\L\C\s2 + Lis + R] 
+ 0(2 

Gm2R2L2S 

R2L2C2s
2 + L2s + R2 

- 1 = 0 . (7.24) 

If (7.24) has a unique set of conjugate roots on the imaginary axis or in the right 
half plane, then the circuit oscillates at a single frequency. 
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Figure 7.33 Interpolative oscillator using two tanks. 

What happens if the resonance frequencies of the two tanks, a>\ and o>i, 
are far apart? Figure 7.34 plots the open-loop gain and phase of such an os­
cillator [18], revealing two frequencies at which the total phase is zero and the 
gain is greater than unity. As a consequence, the circuit may oscillate at more 
than one frequency. It can be shown that the maximum spacing between co\ 
and o>2 that avoids this effect is equal to (a)\ + o>2)/(2Q), where the two tanks 
are assumed to have equal Q's [18]. Interestingly, interpolative oscillators, too, 
exhibit a trade-off between the phase noise and the tuning range. 
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Figure 7.34 Open-loop gain and phase of an interpolative oscillator. 

An important concern in interpolative oscillators is the noise due to the 
additional active devices in the signal path, particularly in the adder. Nonethe­
less, the combination of capacitor tuning and interpolation may provide a wide 
tuning range. 

7.6 MONOLITHIC INDUCTORS 

Fabrication of inductors on the same substrate as the rest of an RF circuit can 
obviate the need for external connections, thus resolving issues such as electrical 
and magnetic coupling and pad and bond wire parasitica Furthermore, the 
addition of inductors to the IC designers* device library can lead to new circuit 
techniques that relax the trade-offs in the RF design hexagon. 

The most important parameters of monolithic inductors are the Q. the 
self-resonance frequency, and the area, all of which strongly depend on the 
layout and the properties of the IC technology. Inductors are usually imple­
mented as spiral structures (Fig. 7.35). A circular shape exhibits less metal 
resistance for a given value of inductance and metal wire width. The circle may 
be approximated by a hexagon or an octagon [19]. 

W 

TJ 

Figure 7.35 Rectangular spiral inductor. 
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The value of spiral inductors can be obtained by means of various accurate 
[20] or approximate [21, 22] methods. An empirical formula that has less than 
1.0% error for inductors in the range of 5 to 50 nH is given in [1.7] and can be 
reduced to the following form for a square shape. 

1.3 x 10 - 7 

AU6W 
' 'Mot rr 

1.75 {W + G) 0.25 
(7.25) 

where Am is the metal area (the shaded area in Fig. 7.35), Atot is the total 
inductor area («s S2 in Fig. 7.35), W is the line width, and G is the line spacing. 
All units are metric. 

Prediction of the Q of inductors is much more difficult. As shown in Fig. 
7.36, the loss in a monolithic inductor results from three mechanisms: metal 
wire resistance, capacitive coupling to the substrate, and magnetic coupling to 
the substrate [23]. Determined by the substrate resistivity and the size of the 
inductor, the last two effects limit the Q at high frequencies. Note that magnetic 
coupling becomes more significant in CMOS technologies with heavily doped 
substrates because the effect of substrate resistance appears in parallel with the 
inductor. 

substrate substrate 

subf T \ 

(a) (b) 

(c) 
Figure 7.36 Loss mechanisms in monolithic inductors, (a) resistive, (b) capacitive. 
(c) magnetic. 

The effect of capacitive coupling to the substrate can be reduced by plac­
ing under the inductor a grounded "shield" (Fig. 7.37). Since a continuous plate 
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Conductive 
Plate 

Figure 7.37 Broken shield plate to reduce cupacitivc loss mechanism. 

would increase the magnetic coupling, the plate must be broken regularly in 
the direction perpendicular to the current flow. 

In a spiral inductor, the small internal turns contribute little inductance 
while suffering from all of the loss mechansims. Thus, removal of the first four 
or five turns may increase the Q slightly. 

The self-resonance frequency, /SR. sets an upper limit on the value and 
dimensions of the inductor for a given operation frequency. The distributed 
structure of spirals makes it difficult to estimate f$Rt usually requiring elec­
tromagnetic field simulations or actual measurements. Note that even if the 
operation frequency is below /SR. each inductor exhibits significant capaci­
tance to the substrate. 

Despite extensive recent work, the Q of inductors in standard CMOS 
technologies has been limited to less than 5. Research on monolithic inductors 
nevertheless continues. 

'.7 RESONATORLESS VCO'S 

The Barkhausen criteria for oscillation can be met without resonators in a 
circuit as well. If the open-loop circuit exhibits sufficient gain at the zero-phase 
frequency, oscillation occurs. Also, if the open-loop input/output characteristic 
entails hysterisis, the circuit may oscillate even if the small-signal phase shift 
does not appear to be sufficient. 

An example of the first type are ring oscillators. As shown in Fig. 7.38. 
if a cascade of M gain stages with an odd number of inversions is placed in 
a feedback loop, the circuit oscillates with a period equal to 2A/7*,/, where Tj 
is the delay of each stage with a fanout of one. The oscillation can be viewed 
as occurring at the frequency for which the total phase shift is zero and the 
loop gain is unity. Various implementations of the gain stages utilized in ring 
oscillators along with methods of tuning the frequency are described in [24]. 

Odd Number of Inversions 

|->H>--->-| 
Figure 7.38 Ring oscillator. 



236 Chap. 7 Oscillators 

Figure 7.39 shows an example of oscillators incorporating hysterisis. Called 
a "relaxation oscillator," the circuit can oscillate even if C\ is the only storage 
element, simply because the positive feedback around M\ and M2 provides 
rapid switching at the end of each cycle, breaking the feedback loop for most 
of the period. At high frequencies, however, the hysterisis diminishes and 
oscillation occurs only if the poles at nodes X and Y contribute significant 
phase shift [25]. It is interesting to note that the small-signal impedance seen 
looking into the X-Y port of the cross-coupled pair is approximately equal 
to —2jgm — l/{C\s), that is, a negative resistance in series with a negative 
capacitance. In high-frequency operation, the first component cancels the loss 
in R\ and /?;. and the second resonates with the capacitance at X and Y. 

J, 
Hh 

'DD 

M. 

Figure 7.39 Relaxation oscillator. 

Resonatorless oscillators have not been popular in RF design. This is 
because they not only exhibit an open-loop Q close to unity but contain many 
noisy active and passive devices in the signal path. For example, in a three-stage 
differential ring oscillator, the open-loop Q is approximately equal to 1.3. and 
nine transistors (including the tail current sources) and six load resistors add 
noise to the carrier [25]. 

7.8 QUADRATURE SIGNAL GENERATION 

In our study of transceivers in Chapter 5, we noted the frequent need for quadra­
ture LO signals in both the receive path and the transmit path. In this section, 
we describe methods of generating signals with a phase difference of 90°. 

7.8.1 RC-CR Network 

A simple quadrature technique is to shift the signal by ±45 using an RC-CR 
network (Fig. 7.40). As explained in Section 5.2.3, the phase difference between 
Vouti and V0lU2 is 90" for all frequencies, but the output amplitudes are equal 
only at co — \/(RC). Thus, ifthe absolute value of #C varies with temperature 
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Figure 7.40 Quadrature network using RC-CR circuit. 

and process, so does the frequency at which equal-amplitude quadrature sig­
nals exist. In the LO path, where the information lies in only the zero-crossing 
points, the amplitudes can be equalized by means of "limiting" stages, for ex­
ample, differential pairs. Amplitude limiting nevertheless becomes difficult m 
gigahertz circuits unless several stages are placed in cascade. Under these con­
ditions, however, the phase (and gain) mismatch of the chains of limiters in the 
I and Q paths becomes significant. 

In addition, limiting stages entail " AM-to-PM conversion." In general, 
a nonlinear circuit with finite bandwidth exhibits a delay that depends on the 
input slew rate [26]. To understand this effect, consider the simple example 
depicted in Fig. 7.41, where the capacitors are added to represent the limited 
bandwidth, and other parasitics are neglected. We examine the circuit's phase 
shift for small and large input amplitudes. 

Figure 7.41 Limiter with finite bandwidth. 

For a small-amplitude sinusoid with frequency to applied at the input, the 
output differential current is also close to a sinusoid, thus experiencing a phase 
shift equal to \8\\ = tan-1(/?iCi&>). Now suppose the input is a sinusoid with a 
large amplitude such that M\ and M2 rapidly switch at each zero crossing of Vjn. 
In this case, the differential output current is close to a square wave, resulting in 
a delay equal to R\C\ In2 and hence a phase shift equal to \&i\ = R\C\OJ In 2. 
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From this analysis, it follows that the phase shift varies from R\ C\io In 2 
to tan -1 (R\ C\co) according to the slew rate of the input. This effect is particu­
larly noticeable if the input has amplitude modulation. In the limiting process, 
the phase is disturbed by the amplitude variation, and we say AM-to-PM con­
version occurs. The key point in the context of quadrature generation is that a 
difference in amplitudes translates to a phase imbalance if the limiting stages 
do not provide adequate bandwidth. 

In the circuit of Fig. 7.40, mismatches between resistors and capacitors 
deviate the output phase difference, (p, from 90°. Assuming a relative resistor 
mismatch of a and capacitor mismatch of P, we can express 0 in the vicinit\ 
ofoj = l /(/?C)as 

<f> = | - [tan'1 R(\ + a)C(l + p)co - tan -1 RC<o] (7.26) 

n , RCco(l + a)(\ + p) - RCo) 
= tan - 1 — (7.27) 

2 1 + RCco(l + a)(l + P)RC<o 

n _,« + 0 
W 2 " ^ ~2 ( ? 2 8 ) 

5 -
n a + p 

(7.29) 

For example, if or = P — 1%, then the phase imbalance is equal to 3.6/(27r) =» 
0.6°. 

It is interesting to note that the phase and amplitude imbalances in Fig. 
7.40 do not depend on the additional load capacitance seen at Vou,i and Vout2 to 
ground. This is because such capacitances only impact the poles of the circuit, 
whereas the phase difference arises from the zero in the upper path. However, 
capacitive paths between the two outputs do introduce phase error, demanding 
careful layout. Simulations indicate that if this capacitance is 2% of C. then a 
phase imbalance of 1° appears. Mismatches between the load capacitance also 
contribute to phase error. 

Another issue in the quadrature circuit of Fig. 7.40 is the harmonic con­
tent of Ujn. Suppose i>i„(/) = A\coso)T + A„cosncot. To shift i'in(/) by 
90°, we replace / with t - T/4, where T = 2JT/W. Thus, i'in(/ - 7/4) = 
Ai cosicot — IT/2) + A„ cos(rt£uf — nn/2), indicating that the nth harmonic 
must be shifted by nn/2. In the RC-CR network, on the other hand, the phase 
shift is equal to 90° for all frequencies, thereby resulting in a phase imbal­
ance between uoul| and tW2- Furthermore, the magnitude of the harmonics 
also experiences unequal gains through the two paths, introducing amplitude 
mismatches at the output. 
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To quantify the effect of the second harmonic, we express the outputs as 

A 
t'omiO) = , , , , = cos[ait - t an - 1 (RCco)] 

^R2C2co2 + 1 

+ = eos2a^ - VAn~l(2RCax)] (7.30) 

A\RCu) r _, 7T "i 
t'oua(0 = . = c o s aif - tan '(/JCw) + -

s/R2C2to2 + 1 L 2J 

2A?/?Cw r . TTT 
+ = cos 2a>/ - tan"1 {IRCco) H . 

j4R2C2co2 + 1 L 2J 
(7.31) 

For a nominal value of RC = o>_1, we have 

A\ / 7T\ A? , 
Wouti(0 = - p c o s (cot - — H ^cos(2o>/ - tan ' 2) (7.32) 

A i / 7r \ 2 A i / _, n \ 
Voua(t) = —— cos f cot + — I -i =̂- cos \2cot - tan 2 H ) . 

(7.331 

Simulations predict that for the phase error to be less than 1°, we must have 
AT < 1.4%Aj. If only the third harmonic is present, then it must be less than 
1.2% of the fundamental for a phase error of 1°. If the LO harmonics are 
significant, the RC-CR network must be preceded by a lowpass filter. 

The value of C in Fig. 7.40 is usually chosen so as to minimize the atten­
uation due to the load capacitance; for example. C ~ 5C/ . Large values of 
C however, lower the input impedance of the circuit, which is approximately 
equal to 1 / Cs. 

7.8.2 Havens' Technique 

Illustrated in Fig. 7.42(a), Havens' technique first splits the signal by approxi­
mately 90°, generating V\ and V2, and subsequently adds and subtracts these 
two phases, producing Vouti and Vout2 [27]. As shown in Fig. 7.42(b), if V\ and 
V2 have equal amplitudes, the angle between Voul] and Vou,2 is equal to 90". 
This can also be seen by writing V\(t) = A cos cot, u2(f) = Acos(cjjf + 9), and 
hence 

9 / e\ 
t>i(0 + v2(t) = 2A cos - cos I cot + - 1 (7.34) 

9 / 9\ 
v\ (t) - v2(t) = 2A sin - sin I cot + - I . (7.35) 

file:///2cot
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^ T ^ > 
- 9 0 

"outl 

*r[£^©H>* K)Ut2 

ia , 

Voutl 

^Out2 

(b) 

Figure 7.42 (a) Havens quadrature circuit, (b) phasor diagram of the operation. 

The limiting stages following the phase shift circuit equalize the ampli­
tudes of L'] and i>2- Moreover, since the adders" outputs have different ampli­
tudes if 6 ^ 90°, they too are applied to limiters. In both cases, the issue of 
AM-to-PM conversion becomes important. 

If the signals sensed by the two adders in Fig. 7.42(a) exhibit amplitude 
mismatch, then the outputs suffer from phase imbalance. To quantify this effect. 
let us assume ^ ( 0 = (A + c) cos(cot + 0), where e represents the mismatch, 
and redraw the phasor diagram of Fig. 7.42(b) as shown in Fig. 7.43(a). We 
note that the effect of e cos(o>r + 0) is to rotate uouti counterclockwise by <p\ 
and yout2 clockwise by <p2- With the aid of the diagram in Fig. 7.43(b), we can 
write 

tan 0i 

t a n </>? 

€ sin(0/2) 

2A cos(<9/2) + € cos(0/2) 
6 cos (0/2) 

2Asin(#/2) + esin(6>/2)' 

(7.36) 

(7.37) 
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l/outi 

•"'/ <h 

(a) 

Figure 7.43 (a) Effect of amplitude mismatch in the Havens circuit, (b) simplified 
version of (a). 

Thus, for € <$C A, we have 

+ 02 w — 
6 

2A 
sin (672) cos (0/2) 

_cos(f9/2) sin(0/2)_ 

1 

Asintf 

(7.38) 

(7.39) 

Since 0 is in the vicinity of 90°, (7.39) suggests that a 1 % amplitude mismatch 
translates into 0.6° of phase error. 

The above analyses have assumed sinusoidal signals. However, both the 
limiting operation following the 90c phase shift stage and the nonlinearity in 
the two adders create harmonics of V\(t) and V2U). Furthermore, the input 
signal itself may contain harmonics as well. We first consider the effect of the 
second harmonic. 

Suppose V\ (t) and Vi(t) contain second harmonics with equal amplitudes, 
for example, a co$2cot and acos(2tot + 20), respectively. Subtraction and 
addition of such components still yields two signals with a frequency of 2co that 
are 90J out of phase. However, recall from Section 7.8.1 that if t>outl and yout2 
are to be in quadrature, then the «th harmonic must have a phase difference of 
nrc/2. Thus, the existence of two second-harmonic components with 90 phase 
difference results in a phase imbalance between the two outputs. 

The effect of odd-order harmonics is less troublesome. Suppose, after 
limiting V\{t) = Acoscot + acos(2k + \)a>t and u2(0 = Acos(o»/ + 0) + 
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a cos[(2k + l)cot + (2k + 1)0], where k is an integer. Upon addition and 
subtraction, we obtain 

9 { B\ 
«outl (0 = 2A cos - cos I wt + - \ 

(2k + \)0 
+ 2a cos cos 

o ( o\ 
l>out2(0 = 2A sin - sin I wf + - I 

(2ft + 1)0 
— la sin sin 

(2k + 1 M + »* + »* (7-40) 

(2. + 1)., + 2*+i>* .(7.41) 

For Vouti a n d u0ut2 to n a v e a phase difference of JT/2 , we must have t'out2(0 = 
^outiU — ?r/(2(w)]. Calculating this term, 

/ n \ 0 , ( Q\ (2k + 1)0 
Vouti (t ~ —) ~ 2A c o s 2Sm\a)T + ? ) + 2a C O S 2 

[ 
(2* + 1)0 

sin (2ft + l)arf + kn (7.42) 

we note that the second terms in (7.41) and (7.42) differ in two respects: the 
amplitude and the polarity. Thus, odd-order harmonics introduce amplitude 
mismatch but no phase imbalance. 

Another source of amplitude mismatch in the Havens topology is the 
capacitive coupling between the two inputs of the adders. Illustrated in Fig. 7.44 
is an example, where tfj and ify are applied to limiting stages and subsequently 
an adder consisting of two differential pairs. The gate-drain overlap capacitance 
of the transistors provides a path from the 1 channel to the Q channel, in essence 
pulling the quadrature phases together. Similar to capacitive feedthrough from 
you,i to uout2 in Fig. 7.40. this effect results in significant phase imbalance at the 
inputs of the adders if the output impedance of the limiters is not sufficiently 
low. 

^ 

Figure 7.44 Capacitive path in an adder. 
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7.8.3 Frequency Division 

A simple approach to generating quadrature periodic signals with frequency co\ 
is to use a master-slave flipflop to divide a signal at 2a>\ by a factor 2 (Fig. 7.45). 
If Vjn has a 50% duty cycle, then Voutj and Voul2 are 90° out of phase. Various 
implementations of divide-by-two circuits are described in Chapter 8. 

^01*2 
o 

Latch 

5 
Latch 

"outl 
-o 

Figure 7.45 Frequency divider as a quadrature generator. 

line principal difficulty in this approach is that generation and division 
of the signal at 2a>] may consume substantial power or simply be impossible 
due to technology limitations. Another issue is the phase imbalance resulting 
from deviation of the input duty cycle from 50%. For example, if Vjn contains 
a second harmonic, then Vouti and Vout2 exhibit a phase mismatch similar to 
that described for the RC-CR network of Fig. 7.40>Mismatches in the signal 
paths through the latches also contribute phase error. 

79 SINGLE-SIDEBAND GENERATION 

Transceiver architectures often require the addition or subtraction of the out­
put frequencies of two or more LOs. For example, the offset-LO technique 
described in Section 5.3.1 and employed in the GSM system of Fig. 5.49 mul­
tiplies two signals and selects the sum or difference frequency by a bandpass 
filter. However, as shown in Fig. 7.46(a), if one of the frequencies is much less 
than the other, the filter must have a sharp cutoff characteristic so as to suppress 
the unwanted sideband. 

An alternative technique of generating various LO frequencies is to em­
ploy single-sideband architectures. Shown in Fig. 7.46(b), the idea is based 
on the identity coso>]/ cosa^/ ± sin co\t s i n ^ r = cos(tL>i ^ a>2)t, requiring 
quadrature phases of both frequencies. This topology, however, is susceptible 
to two types of imperfections: mismatches between the upper and lower paths 
and n on linearities in the mixers. The unwanted sideband resulting from phase 
and gain mismatches is explained in Section 5.3. Thus, we consider only the 
nonlinearities in the signal path. 

Recall from Chapter 6 that mixers are usually designed such that the LO 
port experiences abrupt switching; that is. the LO port is so nonlinear that the 
RF signal is multiplied by a rectangular waveform. Furthermore, the RF port 
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Figure 7.46 (a) Simple mixing, (b) ideal SSB mixing. 

exhibits nonlinearity even with degenerative feedback. As a consequence, in 
Fig. 7.46(b) harmonics of a>\ and o>i are generated in each port of the mixers, 
leading to various cross-products after multiplication. 

Since the unwanted sidebands in this circuit can be maintained below 
roughly —30 dB with respect to the desired sideband, the use of an SSB gener­
ator greatly relaxes the cut-off characteristics of the bandpass filter required in 
Fig. 7.46(a). More sophisticated calibration and linearization techniques may 
even obviate the need for an external filter. 
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FREQUENCY SYNTHESIZERS 

The oscillators used in RF transceivers are usually embedded in a synthesizer 
environment so as to achieve a precise definition of the output frequency. Syn­
thesizer design still remains one of the challenging tasks in RF systems because 
it must meet very stringent requirements. 

In this chapter, we describe a number of approaches to frequency synthe­
sis, emphasizing their merits and drawbacks with respect to low-power mono­
lithic implementation. We first study the concept of phase locking and ana­
lyze different types of phase-locked loops (PLLs).1 Next, we present several 
synthesizer architectures, including integer-N. fractional-N, and direct-digital 
synthesis techniques. Finally, we deal with the problem of frequency division. 

For a more extensive treatment of frequency synthesizers, the reader is 
referred to [1, 2, 3]. 

8.1 GENERAL CONSIDERATIONS 

The frequency of oscillators in RF transceivers must be defined with very high 
absolute accuracy. Furthermore, in most cases the frequency must also be 
varied in small, precise steps. Recall from the wireless standards described in 
Chapter 4 that the channel spacing can be as small as 30 kHz while the center 
frequency is in the vicinity of 900 MHz or 1.9 GHz. In other words, to change 
the receive or transmit channel, the LO frequency may be required to vary by 
only 30 kHz. Also, the lower and upper edges of each channel are well defined 
and can tolerate an error of no more than a few hundred hertz. Thus, the error 
in the output frequency must remain below a few parts per million. The role 
of the synthesizer is illustrated in the generic transceiver of Fig. 8.1. 

Portions of Section 8.2 are reprinted, with permission, from Monolithic Phase-Locked 
Loops and Clock Recovery Circuits, B. Razavi. IEEE Press, Piscataway, NJ, pp. 4-32, ©19% 
IEEE. 
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Figure 8.1 Generic transceiver architecture. 

In addition to accuracy and channel spacing, several other aspects of syn­
thesizers influence the performance of a transceiver: phase noise, sidebands 
("spurs"), and lock time. As explained in Chapter 7. the phase noise of the 
local oscillator impacts both the receive and transmit paths. 

While a free-running oscillator usually exhibits no sidebands, when it is 
embedded in a synthesizer, it may. Shown in Fig. 8.2. the effect of unwanted 
sidebands is particularly troublesome in the receive path. Suppose the syn­
thesizer output consists of a carrier at wio and a sideband at cos, while the 
received signal is accompanied by an interferer at comr. It can be seen that 
two important components appear after downconversion: the desired chan­
nel convolved with the carrier and the interferer convolved with the sideband. 
If a)jnt - OJS = cou — COLO(— G>IF)I the downconverted interferer falls into 
the desired channel. For this reason, typical systems require that spurs be 
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Figure 8.2 Effect of synthesizer sidebands in a receiver. 
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approximately 60 dB below the carrier. Nevertheless, if a)LO — cos and hence 
COQ — o>jnI are large enough, the interferer appears out of the receive band and 
is therefore suppressed by the front-end duplexer or bandpass filter to some 
extent. 

The lock time of synthesizers is also a critical parameter. As shown in Fig. 
8.3, when the digital channel select input commands a change in the channel, 
the synthesizer requires a finite time to establish the new frequency. Defined 
more accurately in Section 8.3.1, the lock time is an indication of how fast 
the new frequency is stabilized. This parameter is especially important in fast 
frequency-hopped spread-spectrum systems. Lock times required in typical RF 
systems vary from a few lens of milliseconds to a few tens of microseconds. 

Lock Transient 

"V^AMNMJXJ 
Figure 8.3 Synthesizer settling. 

8.2 PHASE-LOCKED LOOPS 

8.2.1 Basic Concepts 

VCO Dynamics Recall from Chapter 7 that an ideal VCO is charac­
terized by a>out = coi-K + KVCOVCOM and y(t) = Ac cos[o>rRt + KVCo j ' _ ^ . 
t'cont(0^]- In studying PLLs, we usually consider a VCO as a linear time-
invariant system, with the control voltage as the system's input and the excess 
phase (Chapter 3) of the carrier as the system's output. Since the excess phase 
<fiout(t) = Kyco / vcontdt, the input-output transfer function is 

| ^ W = ^ - (8.1) 
'com 5 

The integration in VCOs leads to an interesting property: to change the out­
put phase, we must first change the frequency and let the integration take 
place.2 For example, suppose for r < r0, a VCO oscillates at the same fre­
quency as a reference but with a finite phase error (Fig. 8.4). To reduce the 
error, the control voltage, t;con,, is stepped by + A V at / = ?o> thereby increas­
ing the VCO frequency and allowing the output to accumulate phase faster 
than the reference. At t = t\, when the phase error has decreased to zero. 

We assume the VCO has no other input to set its phase. 
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Reference 

cont 

VCO 
Output 

Figure 8.4 Phase alignment of a VCO with a reference. 

Ucont returns to its initial value. Now, the two signals have equal frequencies 
and zero phase difference. Note also that the same goal can be accomplished 
by lowering the VCO frequency during this interval. 

The above observation yields another interesting result as well: the output 
phase of a VCO cannot be determined only from the present value of the control 
voltage, i.e., it depends on the history of vconl. For this reason, we treat the 
output phase of VCOs as an independent initial condition (or state variable) 
in the time-domain analysis of PLLs. 

Phase Detector An ideal phase detector (PD) produces an output signal 
whose dc value is linearly proportional to the difference between the phases of 
two periodic inputs (Fig. 8.5), 

i W = / V P D A 0 , (8.2) 

where Kp o is the "gain" of the phase detector (specified in V/rad) and A(p is the 
input phase difference. In practice, the characteristic may not be linear or even 
monotonic for large A<f>. Furthermore, KPD may depend on the amplitude or 
duty cycle of the inputs. These points are explained later. 

-TLTL 
L T L T L 

Phase 
Detector 

rout 

A<j) 

Figure 8.5 Characteristic of an ideal phase detector. 

Figure 8.6 illustrates a typical example, where the PD generates an output 
pulse whose width is equal to the time difference between consecutive zero 
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Figure 8.6 Input and output waveforms of a PD. 

crossings of the two inputs. Since the two frequencies are not equal, the phase 
difference exhibits a "beat" behavior with an average value of zero. 

A commonly used type of phase detector is a multiplier (also called a 
mixer or a sinusoidal PD). For two signals xi(t) = Ai cosa>{t and x2{t) = 
A2 cos(ct)2T + A0), a multiplier generates 

y(t) — aAicoso)]t • Aicosia^t + A</>) 

aA\A2 
= COS[(Wi + C02)t + A</>] 

aA]Ai 
+ — - — cos [(co\ — o>i)t - A</>], 

(8.3) 

(8.4) 

where a is a proportionality constant. Thus, for (o\ = o>2, the phase/voltage 
characteristic is given by 

—— aA]A2 

y(t) = cosA<p. (8.5) 

Plotted in Fig. 8.7, this function exhibits a variable slope and nonmonotonicity. 
but it resembles that in (8.2) if A0 is in the vicinity of JT/2, 

y(t) * — Y ± { - - A0), (8.6) 

yielding Kpp = —aA\A2/2. Note that the average output is zero if co\ ^ o>i. 

Figure 8.7 Characteristic of a sinusoidal PD. 
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An analog multiplier can be implemented as a Gilbert cell, operating as 
an exclusive-OR (XOR) gate if the input signals are relatively large. 

8.2.2 Basic PLL 

Simple Loop A phase-locked loop is a feedback system that operates 
on the excess phase of nominally periodic signals. This is in contrast to familiar 
feedback circuits where voltage and current amplitudes and their rate of change 
are of interest. Shown in Fig. 8.8 is a simple PLL. consisting of a phase detector, 
a low-pass filter (LPF), and a VCO. The PD serves as an "error amplifier" in 
the feedback loop, thereby minimizing the phase difference. A0, between x(t) 
and y(t). The loop is considered "locked" if A</> is constant with time, a result 
of which is that the input and output frequencies are equal. 

x(t) Phase 
Detector 

Low-Pass 
Filter 

Figure 8.8 Basic phase-locked loop. 

In the locked condition, all the signals in the loop have reached a steady 
state and the PLL operates as follows. The phase detector produces an output 
whose dc value is proportional to A(j). The low-pass filter suppresses high-
frequency components in the PD output, allowing the dc value to control the 
VCO frequency. The VCO then oscillates at a frequency equal to the input 
frequency and with a phase difference equal to A0. Thus, the LPF generates 
the proper control voltage for the VCO. 

It is instructive to examine the signals at various points in a PLL. Figure 
8.9 shows a typical example. The input and output have equal frequencies but 
a finite phase difference, and the PD generates pulses whose width is equal 
to the time difference between zero crossings of the input and output. These 
pulses are low-pass filtered to produce the DC voltage that sustains the VCO 
operation at the required frequency. As mentioned above, this voltage does 
not by itself determine the output phase. The VCO phase can be regarded as 
an initial condition of the system, independent of the initial conditions in the 
LPF. 

Let us now study, qualitatively, the response of a PLL that is locked for 
t < tij and experiences a small, positive frequency step at the input at t = tu 
(Fig. 8.10). (For illustration purposes, the frequency step in this figure is only 
a few percent.) We note that since the input frequency. cum. is momentar­
ily greater than the output frequency, a>oux, x(t) accumulates phase faster than 
does y (0 , and the PD generates increasingly wider pulses. Each of these pulses 
creates an increasingly higher dc voltage at the output of the LPF, thereby in-
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Figure 8.9 Waveforms in a PLL. 

creasing the VCO frequency. As the difference between o)m and a>out dimin­
ishes, the width of the phase comparison pulses decreases, eventually returning 
to slightly greater than its value before t = f0-

The above analysis provides insight into the "tracking" capabilities of a 
PLL. If the input frequency changes slowly, its variation can be viewed as a 
succession of small narrow steps, during each of which the PLL behaves as in 
Fig. 8.10. 

CO, COrt+ACO 

X ( f ) juuirumruuTJirLrij 
«»JiJiiiJiJinjiiiruiJiriJ 

LPF 
Output 

Figure 8.10 Response of a PLL to a small frequency step. 

It is important to note that in the above example the loop locks only 
after two conditions are satisfied: (1) a>om has become equal to <win, and (2) 
the difference between </>jn and <poul has settled to its proper value [4J. If the 
two frequencies become equal at a point in time but A(j) does not establish 
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the required control voltage for the VCO, the loop must continue the tran­
sient, temporarily making the frequencies unequal again. In other words, both 
"frequency acquisition" and "phase acquisition" must be completed. This is of 
course to be expected because for lock to occur again, all the initial conditions 
of the system, including the VCO output phase, must be updated. 

If the input to a PLL has a constant excess phase, i.e., is strictly periodic, 
but the input-output phase error, A<p, varies with time, we say the loop is 
"unlocked," an undesirable state because the output does not track the input 
or the relationship between the input and output is too complex to be useful. 
For example, if com is sufficiently far from the VCO's free-running frequency, 
the loop may never lock. While the behavior of a PLL in the unlocked state 
is not important per se. whether and how it enters the locked state are both 
critical issues. 

Before studying PLLs in more detail, we make three important observa­
tions. First, since a PLL is a system with "memory," its output requires a finite 
time to respond to a change at its input, mandating a good understanding of 
the loop dynamics. Second, in a PLL, unlike many other feedback systems, the 
variable of interest changes dimension around the loop: it is converted from 
phase to voltage (or current) by the phase detector, processed by the LPF as 
such, and converted back to phase by the VCO. Third, in the lock condition, 
the input and output frequencies are exactly equal, regardless of the magni­
tude of the loop gain (although the phase error may not be zero). This is an 
extremely important property because many applications, including frequency 
synthesizers, are intolerant of even small (systematic) differences between the 
input and output frequencies. Note that if the phase detector is replaced with 
only a frequency detector, this property vanishes. 

While a PLL operates on phase, in many cases the parameter of interest is 
frequency. For example, we often need to know the response of the loop if (1) 
the input frequency is varied slowly, (2) the input frequency is varied rapidly, 
or (3) the input and output frequencies are not equal when the PLL is turned 
on. Therefore, the phase detector characteristic for unequal input frequencies 
plays an important role in the behavior of a phase-locked loop. 

Loop Dynamics in Locked State Transient response of phase-locked 
loops is generally a nonlinear phenomenon' that cannot be formulated easily. 
Nevertheless, as with other feedback systems, a linear approximation can be 
used to gain intuition and understand trade-offs in PLL design. 

Figure 8.11 shows a linear model of the PLL in lock along with the transfer 
function of each block. The model is to provide the overall transfer function for 
the phase, ^ o u t ^ ) / ^ ^ ) ; hence the PD is represented by a subtracter. The 
LPF is assumed to have a voltage transfer function Gipf--(s). The open-loop 
transfer function of the PLL is therefore equal to 

Hois) = KPDGLPF(s)^^-, (8.7) 
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Figure 8.11 Linear model of a PLL. 

yielding the following closed-loop transfer function: 

*outU) 
H(s) = 

KPDKVCOGIPF(S) 

s + KPE>KVCOGLPF(S) 

(8.8) 

(8.9) 

In its simplest form, a low-pass filter is implemented as in Fig. 8.12, with 

1 
GLPF(S) = ^ — . 

1 + 
(8.10) 

U>LPF 

where OOIPF = \/{RC). Equation (8.9) then reduces to 

KpoKvco 
His) = (8.11) 

&LPF 
+ s + KpoKvco 

indicating that the system is of second order, with one pole contributed by the 
VCO and another by the LPF. The quantity K = KpoKyco is called the'loop 
gain" and expressed in rad/sec 

In order to understand the dynamic behavior of the PLL, we convert the 
denominator of (8.11) to a familiar form used in control theory, s2+2^a)ns+co^, 

R 

V, in 
T 
I 'out 

-o 

Figure 8.12 Simple low-pass filter. 
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where J is the damping factor and to„ is the natural frequency of the system.3 

Thus. 

tot 
H(s) = - —-= - , (8.12) 

s2 + 2£o)„s + col 

where 

w„ = J<oLpFK, (8.13) 

(8.14) 

Note that ton is the geometric mean of the — 3-dB bandwidth of the LPF and 
the loop gain, in a sense an indication of the gain-bandwidth product of the 
loop. Also, the damping factor is inversely proportional to the loop gain, an 
important and often undesirable trade-off. 

In a well-designed second-order system. <" is usually greater than 0.5 and 
preferably equal to V2/2 so as to provide an optimally flat frequency response. 
Therefore. K and COLPF cannot be chosen independently; for example, if f = 
•N/2/2, then K = coLPF/2. 

The transfer function in (8.12) is that of a low-pass filter, suggesting that 
if the input excess phase varies slowly, then the output excess phase follows, 
and conversely, if the input excess phase varies rapidly, the output excess phase 
variation will be small. In particular, if $ -» 0, we note that H(s) —> 1; that is, 
a static phase shift at the input is transferred to the output unchanged. This is 
because for phase quantities, the presence of integration in the VCO makes the 
open-loop gain approach infinity as s -» 0. To this end, we can examine the 
"phase error transfer function." defined as He(s) = <t>e(s)/<t>in(s) in Fig. 8.11, 

He(s) = 1 - H(s) (8.15) 

s2 + 2t;a>„s 

s2 + 2t;o)ns + co2
n 

(8.16) 

which drops to zero as s —• 0. 
Since phase and frequency are related by a linear, time-invariant oper­

ation, the transfer functions in (8.12) and (8.16) also apply to the input and 
output excess frequencies. For example, (8.12) indicates that if the input fre­
quency varies rapidly, the instantaneous variation of the output frequency will 
be small. 

It is instructive to repeat our previous analysis of the loop step response 
(Fig. 8.10) with the aid of (8.12). Suppose the input excess frequency is equal 
to Atou(t), where u(t) is the unit step function (Fig. 8.13). The output excess 

^ In a simple PLL. co„ has no relation with the input and output frequencies. 
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frequency then exhibits the typical step response of a second-order system, 
eventually settling to Aco rad/sec higher than its initial value. The output excess 
phase, on the other hand, is given by 

d>ou,(s) = H(s)<S>m(s) 

col Aco 

s2 + 2^cons + co2 s2 

(8.17) 

(8.18) 

which is the response of a second-order system to a ramp input. More impor­
tantly, the phase error is 

s2 + 2$<Dns Aco 

S2 + 2<£L),J5 + CO2 s2 

(8.19) 

(8.20) 

whose final value is given by 

cf>e(t = oc) = \im s$e(s) 
.s-»-0 

= Aco— 

Aco 

K 

(8.21) 

(8.22) 

(8.23) 

Therefore, static changes in the input frequency are suppressed by a factor of 
K when they manifest themselves in the static phase error (Fig. 8.13). This is 
of course to be expected because for the VCO frequency to change by Ao>. 
the control voltage must change by Aco/Kvco anc* t n e input to the PD by 
ACO/(KVCOKPD)-

w i n 

" o u t 

* e 

TAca 

f l " n* 
^ 

Figure 8.13 Response of a PLL to a frequency step. 



258 Chap. 8 Frequency Synthesizers 

It is also useful to have an approximate relation for the step response in 
the time domain. In a second-order system with £ < 1, the step response is 
given by 

y(0 = 
i 

yw = exp(—<w„f) x sin(&vv/l - C2' + VO 

(8.24) 
where i/f = sin 1 v l — C2. 

Tracking and Acquisition Two aspects of the performance of PLLs 
prove essentia] in most applications. The first is the "tracking" behavior, that 
is, the extent to which the loop can follow variations in the input frequency. 
The second is the "acquisition" characteristics, i.e., how the loop goes from 
unlocked state to complete phase lock. 

A detailed analysis of these properties can be found in [4. 5. 6], but we 
should mention here that to ensure a sufficiently wide tracking and acquisition 
frequency range, most PLLs incorporate frequency comparison in addition to 
phase detection. The idea is that if the VCO and input frequencies are wide 
apart, a frequency detection mechanism governs the feedback loop, driving the 
VCO frequency closer to the input frequency. After the difference has dropped 
to sufficiently low values, the phase detection takes over, performing the final 
phase lock. 

8.2.3 Charge-Pump PLLs 

Phase/Frequency Detectors A circuit that can detect both phase and 
frequency difference proves extremely useful because it significantly increases 
the acquisition range and lock speed of PLLs. 

Unlike multipliers and XORs, sequential phase/frequency detectors 
(PFDs) generate two outputs that are not complementary. Illustrated in Fig. 
8.14, the operation of a typical PFD is as follows. If the frequency of input 
A is greater than that of input 5 , then the PFD produces positive pulses at 
QA, while QB remains at zero. Conversely, if COA < WB. then positive pulses 
appear at QB while Q\ = 0. If coA = COB, then the circuit generates pulses at 
either QA or QB with a width equal to the phase difference between the two 
inputs. (Note that, in principle. QA and QB are never high simultaneously.) 
Thus, the average value of QA — QB is an indication of the frequency or phase 
difference between A and B. The outputs QA and QB are usually called the 
"UP" and "DOWN" signals. 

To arrive at a circuit with the above behavior, we postulate that at least 
three logical states are required: QA = QB = 0; QA = 0. Qg — 1; and 
QA = L QB = 0. Also, to avoid dependence of the output upon the duty 
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Figure 8.14 Phase/frequency detector response with (a) <oA > a>B, (b) A lagging B. 

cycle of the inputs, the circuit should be implemented as an edge-triggered 
sequential machine. We assume the circuit can change state only on the rising 
transitions of A and B, and, for the sake of brevity, will omit the adjective 
"rising" hereafter. Fig. 8.15 shows a state diagram summarizing the operation. 
If the PFD is in the "ground" state. Q\ = Qg — 0, then a transition on A 
takes it to state I, where QA = 1, £?s = 0. The circuit remains in this state 
until a transition occurs on B, upon which the PFD returns to state 0. The 
switching sequence between states 0 and II is similar. 

State II B| State 0 Ak State I 

Figure 8.15 PFD state diagram. 

An important point in this state diagram is that if, for example, OJ,\ > QIB . 
then there will be a time interval during which two transitions of A take place 
between two transitions of B. This ensures that, even if the PFD begins in state 
II, it will eventually leave that state and thereafter toggle between states 0 and 

nn 
A possible implementation of the above PFD is shown in Fig. 8.16 [7]. 

The circuit consists of two edge-triggered, resettable D flipflops with their D 
inputs connected to logical ONE. Signals A and B act as clock inputs of DF F+ 
and DF Fg, respectively. We note that if£?,4 = < 2 / j = 0 , a transition on A 
causes Q,\ to go high. Subsequent transitions on A have no effect on Q.\, and 
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ONE 

• — ° Q B 

ONE 

Figure 8.16 PFD implementation. 

when B goes high, the AND gate activates the reset of both flipfiops. Thus, 
QA and QB are simultaneously high for a duration given by the total delay 
through the AND gate and the reset path of the flipfiops. Figure 8.17 shows 
the input-output characteristic of the PFD. 

• 

-2K 

l/l 
I^Ollt 

i 

r 

+2 

S\ 

/ 
TT A<|) 

Figure 8.17 PFD characteristic. 

The D flipfiops in Fig. 8.16 may employ different topologies in bipolar 
and CMOS implementations. In bipolar technology, a standard master-slave 
configuration with an additional reset input can be used. In CMOS technology, 
a simple circuit such as that in Fig. 8.18 [8] proves adequate. Note that the 
D input is "hidden" here. Other implementations of PFDs are described in 
[9, 10]. 

The output of a PFD can be converted to DC in different manners. One 
approach is to sense the difference between the two outputs by means of a 
differential amplifier and apply the result to a low-pass filter. Alternatively, the 
outputs can drive a three-state "charge pump." 
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Figure 8.18 Implementation of each DFF in Fig. 8.16. 

Charge Pumps In the low-pass filters considered thus far (Fig. 8.12), 
the average value of the PD output is obtained by depositing charge onto 
a capacitor during each phase comparison and allowing the charge to decay 
afterwards. In a charge pump, on the other hand, there is negligible decay 
of charge between phase comparison instants, leading to interesting conse­
quences. 

A three-state charge pump can be best studied in conjunction with a 
three-state phase/frequency detector (Fig. 8.19). The pump itself consists of 
two switched current sources driving a capacitor. Note that for a pulse of width 
T on QA. I\ deposits a charge equal to IT on Cp. Thus, if to& > O>B, or 
o)A = COB but A leads B, then positive charge accumulates on Cp steadily, 
yielding an infinite DC gain for the PFD. Similarly, if pulses appear on <2fl-
I2 removes charge from Cp on every phase comparison, driving Voul toward 
—00. In the third state, with Q& = QB = 0, Vout remains constant. Since 
the steady-state gain is infinite, it is more meaningful to define the gain of the 
PFD/charee pump combination for one comparison instant, which is equal to 
IT/(2TTCP). 

An important conclusion to be drawn from the above observations is 
that, if offsets and mismatches are neglected, a PLL utilizing this arrangement 
locks such that the static phase difference between A and B is zero; even an 
infinitesimal phase error would result in an indefinite accumulation of charge 
on Cp. 

The PFD/charge pump combination exhibits nonidealities such as the 
"dead zone," charge sharing and injection, etc. These effects are described in 
[5,9]. 
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Figure 8.19 PFD with charge pump. 

Charge-Pump PLLs Charge-pump PLLs (CPPLLs) incorporate a PFD 
(or PD) and a charge pump instead of the combinational PD and the LPF in 
the generic architecture of Fig. 8.8. As mentioned before, the combination of a 
PFD and a charge pump offers two important advantages over the XOR/LPF 
approach: (1) the capture range is only limited by the VCO output frequency 
range, and (2) the static phase error is zero if mismatches and offsets are neg­
ligible. In this section, we study the characteristics of this type of PLLs and 
make comparisons with the conventional type. 

Charge pumps provide an infinite gain for a static phase difference at the 
input of the PFD. From another point of view, the response of a PFD/charge 
pump to a phase step is a linear ramp, indicating that the open-loop transfer 
function of the circuit contains a pole at the origin. With another such pole 
contributed by the VCO, a charge-pump PLL cannot remain stable. In fact, 
representing the transfer function of the PFD/charge pump with KPFD/S, we 
note that the closed-loop transfer function of the PLL is 
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Figure 8.20 Charge-pump PLL. 

H(s) = 

KPFD Kvco 

1 + 
K PFD KVCO 

S S 

s2 + KPFDKVCO 

(8.25) 

(8.26) 

revealing two imaginary poles at a> = ±J*JKPFDKVCO- To avoid instability, 
a zero must be added to the open-loop transfer function. This is in contrast 
to the case of a sinusoidal PD and a simple low-pass filter, where the loop is, 
in principle, stable even with no zero. The stabilizing zero in a CPPLL can be 
realized by placing a resistor in series with the charge pump capacitor (Fig. 8.21). 

'DD 

^V, out 

Figure 8.21 Addition of a zero to a charge pump. 

To perform a small-signal analysis, we note that the switching operation 
of the charge pump and the lack of a discharge path between phase comparison 
instants make the PLL a discrete-time system. However, if the loop bandwidth 
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is much less than the input frequency, we can assume the state of the PLL 
changes by a small amount during each cycle of the input [11]. Using the 
"average" value of the discrete-time parameters, we can then study the loop as 
a continuous-time system [11]. 

Suppose the loop begins with a phase error (fim — (poul — <pe. Then, the 
average current charging the capacitor is given by I<pe/(27r). and the average 
change in the control voltage of the VCO equals 

VCOM(s) = ~- (R + - M . (8.27) 
2TT \ CpsJ 

Noting that Oout(5) = Vconl(s)Kvco/s, we obtain the following closed-loop 
transfer function: 

(RCpS + l)Kvco 
H(s)= ^ - -j- (8.28) 

s2 + —KvcoRs + ——Kvco 
2TT 2n Cp 

Thus, the system is characterized by a zero at a>z = — l/(RCP) and 

C°n = %'2£c~gvco' (8'29) 

Note that con is independent of R. 
From Eq. (8.24), we note that the decay time constant of the system is 

equal to (£tD„/2)_1 = (RIKVCo/8)~l, a quantity independent of Cp. 
Tn many applications, it is desirable to maximize the loop bandwidth, 

which is usually proportional to con. While for a PLL with a sinusoidal PD, 
con and f cannot be maximized simultaneously, Eqs. (8.29) and (8.30) sug­
gest that in a CPPLL. both a>„ and { can be increased if / or KyCo is in­
creased. However, as the loop bandwidth becomes comparable with the input 
frequency, the continuous-time approximation used above breaks down, ne­
cessitating discrete-time analysis. 

Using such an analysis. Gardner has derived a stability limit [11] that can 
be reduced to 

a>2 

implying an upper bound on wn. This equation also indicates that R cannot 
be increased indefinitely [10]. In typical designs, the loop bandwidth is roughly 
one-tenth of the input frequency to guarantee stability. 

In single-ended charge pumps, the resistor added in series with the ca­
pacitor can introduce "ripple*" in the control voltage [11] even when the loop 
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is locked. Since S\ and Si turn on at every phase comparison instant, the 
mismatch between I\ and I2 flows through R, causing a step at the output. 
Furthermore, mismatch between overlap capacitance of S\ and ST results in 
a net signal feedthrough to the output. Modulating the VCO frequency, this 
effect is especially undesirable in frequency synthesizers. 

To suppress the ripple, a second capacitor can be connected from the 
output of the charge pump to ground. This modification introduces a third 
pole in the PLL, requiring further study of stability issues. Gardner provides 
criteria for the stability of such systems [11]. 

8.2.4 Type I and Type II PLLs 

Our study of PLLs reveals that the combination of the PD and the loop filter 
plays an important role in the system dynamics. In particular, PLLs incorpo­
rating sinusoidal PDs and RC filters exhibit distinctly different stability issues 
from those using three-state PFDs and charge pumps. The fundamental dif­
ference between the two is that the open-loop transfer function of the former 
has only one pole at the origin whereas that of the latter has two poles at the 
origin. The two topologies are called "type I" and "type II," respectively. 

In order to understand the stability characteristics of the two PLL types. 
we analyze the root locus of each as the loop gain, K = KPDKVCO? varies. 
The open-loop transfer function of a type I PLL (with no zeros) is equal to 
K/[{\ + S/O>LPF)S]. Thus, for K = 0, the closed-loop poles begin at s\ = 0 
and 5 : = —O>LPF [Fig- 8.22(a)]. As K increases, s\ and Sj move toward each 
other on the real axis and meet for K — OJLPF/^- For higher K. the poles 
become imaginary and move toward :roc. Since f = cos (9, we note that 
increasing K makes the system less stable. 

-co LPF 

1 
V 

s 

-03 LPF 

t 

/CO 

*e*- a 

(a) (b) 

Figure 8.22 Root loci for (a) type I and (b) type II PLLs. 
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For a type II charge-pump PLL, the open-loop transfer function is equal 
to 7p[/?-r-l/(C/'5)]A'vco/(27r.y). AsIpKvco increases from zero, both poles 
depart from the origin and move on a circle in the left half plane, eventually 
returning to the real axis for sufficiently high gain, that is, where I Kyco = 
8n/(R2Cp) and £ = 1. Thus, increasing the loop gain makes the PLL more 
stable. 

As mentioned above, type II PLLs are usually of third order because the 
capacitor placed in parallel with the series RC network contributes a third pole. 
The root locus and stability in such a case are described in [4,11 ]. 

8.2.5 Noise in PLLs 

Since PLLs operate on the phase of signals, they are susceptible to phase noise 
or jitter. Within the scope of this book, we consider phase noise as a random 
component in the excess phase, as exemplified by (pn(t) in x(t) = A cos[o>cf + 
4>„(t)]. For the sake of brevity, we use the term noise to mean phase noise. 

If the input signal or the building blocks of a PLL exhibit noise, then the 
output signal will also suffer from noise. In general, all the loop components, 
including the phase detector, the LPF, the VCO, and the frequency divider may 
contribute noise [15]. The goal is to understand how the spectrum of a given 
noise source is shaped as it propagates to the output. 

We examine two important cases: (1) the input signal contains noise, and 
(2) the VCO introduces noise. In each case, we find the transfer function from 
the noise source of interest to the PLL output. In monolithic implementations, 
the phase noise of the VCO is typically much more significant than that of other 
loop components. 

8.2.6 Phase Noise at Input 

Consider the PLL in Fig. 8.23 where the input and output signals are x(t) = 
Asin[a>ct + <f)in(0] and y(t) = Bsm[toct + <poM(,t)]. The transfer function 
^outCyV^inGO of a second-order type II PLL is 

0)1(1 + s/o>z) 

sl + 2£CDWS + col
n 

If the input (excess) phase, (f>tn(t), does not vary with time, that is, if the input 
to the PLL is a pure sinusoid, then s = 0 and H(s) = 1. Now, suppose #jn(0 
is varied so slowly that both the numerator and the denominator of (8.32) are 
still close to a)2. Thus, H(s) remains close to unity, indicating that the output 
phase (or frequency) follows the input phase (or frequency), a natural property 
of the PLL as a tracking system. 

What happens if <f>m(t) varies at an increasingly higher rate? For the case 
shown in Fig. 8.23, Eq. (8.32) shows that the output excess phase, 0out (t), drops, 
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d> out 

Figure 8.23 Noise transfer function of a PLL from input to output. 

eventually approaching zero and yielding y(t) = B sin a)ct. In other words, 
for fast variations of the input excess phase or frequency, the PLL fails to track 
the input. 

In summary, the input phase noise spectrum of a PLL is shaped by the 
characteristic low-pass transfer function of the system when it appears at the 
output. 

8.2.7 Phase Noise of VCO 

The phase noise of the VCO can be modeled as an additive component, 4>vcOi 
as shown in Fig. 8.24. Assuming (f>vco and <pm are uncorrelated, we set (f)m 

to zero and compute the transfer function from <pvco to 0Out-4 Note that 
0in(O = 0 means the excess phase of the input is zero, not the input signal 
itself; that is, we must apply a strictly periodic signal at the input. 

With 0in = 0 and a second-order type II PLL , we have 

(8.33) * o u t ( j ) 

$>vco(s) s2 + 2^cons + cof, 

As expected, this transfer function has the same poles as (8.32), but it also 
contains two zeros at the origin, making the characteristic a high-pass filter. 

The zeros at the origin imply that for slow variations in (f>vco t <£out is small. 
This is because, in lock, the phase variations in the VCO are converted to voltage 
by the PD and applied to the control input of the VCO so as to accumulate 
phase in the opposite direction. Since both the charge pump and the VCO have 
nearly infinite gain for slowly varying signals, the negative feedback suppresses 
variations in the output phase. 

Superposition holds for the power of uncorrelated sources. 
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0>in=fj 

O vco 
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Figure 8.24 Noise transfer function of a PLL from VCO to output. 

From another perspective, if (f>vco varies slowly, the PLL can be simpli­
fied and redrawn as in Figs. 8.25(a) and (b). Since an ideal integrator placed in 
a negative feedback loop creates a "virtual" ground at its input, 0out % 0 for 
slow variations in (pvco- Now, suppose the rate of change of <pvco increases. 
Then, the magnitude of Kpo/s and Kyco/s and hence the loop gain decrease, 
allowing the virtual ground to experience significant variations. 

<£vco 

KpDj1 dt 

I 
KvcoJcft A a <i> vco L 

Pout 3>out 

-KJS dtdt 

(a) (b) 

Figure 8.25 Simplified model of PLL with VCO noise. 

From (8.33). we note that as s —• oc. 0OUI -> (f>vco- which is to be 
expected because the feedback loop is essentially open for very fast changes in 
<Pvco-

In summary, the VCO phase noise experiences a high-pass transfer func­
tion as it appears at the output of a PLL. Thus, increasing the bandwidth of the 
PLL can lower the contribution of the VCO phase noise. 
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8.2.8 Frequency Multiplication 

Synthesizers often require that the output frequency of a phase-locked loop 
be a multiple of the input frequency. A PLL can "amplify" a frequency in the 
same fashion a feedback circuit amplifies a voltage. As shown in Fig. 8.26(a). to 
amplify the input, the output signal is divided down before it is fed back. Since 
the output quantity of interest in a PLL is the frequency, a frequency divider 
(e.g., a digital counter) must be inserted in the feedback loop [Fig. 8.26(b)]. 
From another perspective, when the loop is locked, top = o>in, and hence 
ojout = Ma)in. The divide ratio M is also called the "modulus." 

1/ _ 
•in " + \ "V • c 

^ T 

•4 m 

•K>ut " i n PD 

A 

LPF VCO • _ * » 0 0 

CO. 
f l f 

out 

(a) (b) 

Figure 8.26 Signal "amplification" in (a) a voltage amplifier, (b) a PLL. 

The analogy depicted in Fig. 8.26 also proves useful in studying the effect 
of the -=rM circuit upon the PLL behavior. As with the feedback amplifier, the 
loop gain is divided by M, and hence the results of all of the previous static and 
dynamic analyses can be directly applied if K is replaced by K/M. 

It is interesting to note that frequency multiplication in Fig. 8.26(b) also 
amplifies the input phase noise. For example, the magnitude of phase noise 
components within the —3-dB bandwidth of the PLL is multiplied by a factor 
of approximately M. 

8.3 RF SYNTHESIZER ARCHITECTURES 

An RF synthesizer generates an output frequency given by /out = /o + kfc/,. 
where / 0 is the lower end of the range, k is an integer varying from 0 to the 
maximum number of channels and /c/, is the frequency step (i.e., the channel 
spacing). In the receive band of IS-54, for example. / 0 = 869 MHz, k = 
0, 833, and /<-/, = 30 kHz. As shown in Fig. 8.1, k is selected by a digital 
input. In a mobile unit, this occurs when the base station assigns a certain 
frequency channel for reception and/or transmission. 

The very high accuracy required in the definition of /<) and fch often 
mandates the use of PLLs in synthesizers because under locked condition the 
(average) output frequency of a PLL bears an exact relationship with the input 
frequency. 
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8.3.1 Integer-.V Architecture 

The frequency multiplication scheme of Fig. 8.26(b) provides a starting point 
in the design of synthesizers. To generate output frequencies given by / o u , — 
fo + kfch, a frequency divider with a variable modulus can be used. Depicted 
in Fig. 8.27, such a topology produces /out = Mfmrf, where M varies in 
unity steps from ML to M # . If M/REF is to be equal to /o + kfch, t n e n 

for the first channel {k = 0), we have ME/REF = /o- Furthermore, for the 
second channel. (ML -+- 1)/REF = /o + /cA»implying that fch = /REF- Thus, 
/ o u ( = ML fREF+kfuFF- The important point here is that the input reference 
frequency must be equal to the channel spacing. 

r R E F PD LPF vco 

%M 

7$ 

-m-f out 

Modulus Selection 

Figure 8.27 Integer-/V synthesizer. 

The frequency divider employed in Fig. 8.27 must provide a variable mod­
ulus given by M = M^ + k, k = 0 , 1 , . . . , N, An example of such a circuit 
is a "pulse-swallow divider," illustrated in Fig. 8.28. The divider consists of 
a "prescaler." a "program counter," and a "swallow counter." We briefly de­
scribe the operation of the circuit here. Let us first make three observations: 
(1) the prescaler divides the input by either N + \ or N according to the logical 
state of the modulus control line, (2) the program counter always divides the 
prescaler output by P, and (3) the swallow counter divides the prescaler output 
by 5. where 5 is determined by the digital input and can vary from 1 to the 
maximum number of channels. This counter also has a reset input. We will 
show that foul = (NP + S)fin. 

When the circuit begins from the reset state, the prescaler divides by N+1. 
The prescaler output is divided by both the program counter and the swallow 
counter until the latter is "full," i.e., it has counted S pulses. At this point, that 
is, after (N + l)S cycles at the main input, the swallow counter changes the 
state of the modulus control line, making the prescaler divide / j n by N. Note 
that before this change, the program counter has sensed a total of S pulses. 
After the modulus changes, the prescaler and the program counter continue to 
divide until the latter is full. Since the program counter has already sensed S 
pulses, it requires P — S cycles at its input, and hence (P — S)N pulses at the 
main input, to reach overflow. Thus, the output generates one complete cycle 
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Figure 8.28 Pulse swallow frequency divider. 

for every (N + 1)S + (P — S)N — PN + S cycles at the input. The operation 
repeats after the swallow counter is reset. 

The simplicity of the integer- N architecture has made it a popular choice 
for many decades. In RF systems, the synthesizer has commonly been parti­
tioned into three separate chips: the VCO; the dual-modulus prescaler: and 
the combination of the program counter, the swallow counter, the PFD. and 
the charge pump. As the fast parts of the system, the VCO and the prescaler 
have typically been fabricated in silicon bipolar or GaAs technologies and the 
rest in CMOS technology. Note that a buffer is usually interposed between the 
VCO and the prescaler to isolate the former from the switching noise in the 
latter. 

Integer-N synthesizers nevertheless suffer from a number of drawbacks. 
Some of the issues are as follows. 

Reference Spurs fn the architecture of Fig. 8.27, the input reference 
frequency modulates the VCO, generating sidebands around the carrier. To 
understand this effect, we return to the charge-pump PLL of Section 8.2.3. Re­
call that the outputs UP and DOWN produce a narrow pulse at every phase 
comparison instant even if the input phase difference is zero (Fig. 8.29). In 
the ideal case, the two pulses would have identical and opposite shapes, and 
the gate-drain overlap capacitance of S\ and 52 would be equal, resulting in 
complete cancellation of the feedthrough of the pulses to node X. In practice, 
neither of these is true and the VCO control voltage experiences a finite tran­
sient at each phase comparison instant. Furthermore, as shown in Fig. 8.30. 
when S[ and S2 turn off, their charge injection mismatch yields an error step 
at node X, causing the VCO frequency to shift. Consequently, by the next 
comparison instant, the VCO output phase is not equal to the input reference 
phase, thereby requiring the charge pump to produce a corrective pulse of 
current. Thus. V* toggles between two values even under the locked condi­
tion. 
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Figure 8.29 Periodic disturbance of VCO control line due to charge pump activitiy. 

The above mechanisms can be quantified with the aid of simulation. For 
a realistic PD and charge pump design, the systematic error waveform due 
to feedthrough and charge injection can be obtained from time-domain sim­
ulations. To estimate the effect of this waveform, let us assume the control 
line disturbance appears as narrow rectangular pulses having a width At and 
a height AV (Fig. 8.31). Denoting the periodic waveform by g(t), we can 
express the VCO output as 

Uout(f) = Vbcos 
• / 

a>FRt + KVco I g(t)dt + Kyc -I V,dt (8.34) 

- r V, DD 

®'l 

-r-^ 

Figure 8.30 Effect of charge injection mismatch in charge pump. 

The Fourier series expansion of g(t) is given by 

AVAt 
git) = 

TREF 
+ ^2ancos(nwREFt + 0n), (8.35) 

where the first term represents the dc component and can be merged with Vi. 
Thus, 
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Figure 8.31 Estimation of VCO modulation due to charge pump feedthrough. 

Voui(t) /Q COS I 
AVAr 

U>FR + Kyco— V Kvco 
IREI • 0 

K vco 

>in I i 

VQ Y^ — sin(ncoREFt + 0n) 
n # 0 

nCDREf 

sin { O>FR + Kvco 
AVAl 

+ KvcoV) y (8.36) 
TREF 

indicating sidebands at ±.COREF- etc.. with respect to the carrier. These side­
bands are called "reference spurs." Note that the magnitude of the sidebands 
is inversely proportional to COREF-

The problem of reference feedthrough is a difficult one, especially if CORE /• 
is small enough that WC^-OJREF falls in the band of interest. Typical synthesizers 
employ large capacitors in the loop filter to reduce AV and minimize Kvco 
to lower the modulation index. At low supply voltages, the latter remedy is not 
feasible because the tuning range must be sufficiently wide to guarantee lock 
despite process and temperature variations. 

Another approach to suppressing reference feedthrough is to interpose 
a notch filter between the loop filter and the VCO. Depicted in Fig. 8.32. this 
technique creates a transmission zero at COREF (and if necessary higher har­
monics thereof) to minimize the disturbance of the oscillator control voltage. 
Two drawbacks, however, accompany this method: (1) the filter may generate 
substantial noise unless it incorporates off-chip inductors and capacitors, and 
(2) the filter alters the loop transfer function, possibly degrading the settling 
behavior and even causing instability. In active implementations, the 1 / / noise 
of such a filter is also troublesome for it is upconverted to the frequency range 
around the carrier (Chapter 7). 

Loop Bandwidth The integer-/V architecture of Fig. 8.27 requires that 
the reference frequency, /REF< be equal to the channel spacing, e.g., 30 kHz 
in IS-54 and 200 kHz in GSM. Now recall from Section 8.2.3 that stability 
considerations limit the bandwidth of type II phase-locked loops to roughly 
/ « £ F / 1 0 - Thus, with /REF — 30 kHz, the loop settling time constant may be 
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Figure 8.32 Use of a notch filter to suppress reference feedthrough. 

as large as 1 msec. Before quantifying the results, we need to revisit the concept 
of lock time. 

In many PLLs, the lock time is defined in terms of the phase difference 
between the input and the output: near the end of the lock transient, this dif­
ference drops to acceptably low values and the loop is considered locked. This 
view is indeed appropriate for retiming and edge alignment in data communi­
cations. 

In RF synthesis, on the other hand, the output parameter of interest 
during transients is the frequency rather than the phase. Because of closely 
spaced channels, the LO frequency in the receive and transmit paths must 
settle to within a few ppm with respect to its ideal value before the loop is 
considered locked. If the control voltage of the oscillator changes with time, 
so does the instantaneous value of the output frequency (Fig. 8.33). Thus, the 
downconversion or upconversion functions in the transceiver do not operate 
exactly on the desired channel until the LO frequency has settled. As depicted 
in Fig. 8.34, in the receive path this effect skews the center of the downconverted 
channel, corrupting the desired signal with an adjacent channel, and in the 
transmit path the frequency error causes the upconverted signal to leak into 
adjacent channels. 

'cont 

Figure 8.33 Variation of VCO frequency during synthesizer settling. 
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Figure 8.34 Effect of synthesizer settling on received and transmitted channels. 

In the phase-locked architecture of Fig. 8.27, a loop transient occurs each 
time the divider modulus changes. Interestingly, a small change in M yields 
the same transient behavior as does a small change in the input frequency. This 
can be proved with the aid of the feedback system shown in Fig. 8.35, where A 
changes by a small amount a at t = 0. The output after t = 0 is then equal to 

Y(s) = 
His) 

1 + (A + t)H(s) 
His) 1 

X(s) 

l + AH(s) \+€/A 
X(s) 

H(s) e 
1 , , ' ;Q - -)X(s), 
1 + AH(s) A 

(8.37) 

(8.38) 

(8.39) 

implying that the change is equivalent to multiplying X(s) by (1 — e/A) while 
retaining the same transfer function. Since in the synthesizer, x{t) is constant 
before ; = 0. multiplication by 1 — c/A can be viewed as a step from x(t) to 
(1 -€/A)x(i) aw = 0 . 

From the above analysis, we infer that when the divider modulus changes, 
the loop exhibits a response to a step input, requiring a finite time to settle 

r-^Y(s) 

f = 0 

Figure 8.35 Effect of a small change in the feedback factor. 
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Figure 8.36 Worst-case switching in a synthesizer. 

within an acceptable margin around its final value. As shown in Fig. 8.36, the 
worst case occurs when the synthesizer output frequency must go from the first 
channel, (N P + 1)//?£/••- to the last, (NP + S)/REF? or vice versa. Suppose 
the divider modulus changes from M to M -\- k, where k <& M. How is the 
settling time estimated? Using the above notation, we write A = \jM and 
A -+- € — l / (M + k). This is equivalent to a change in the reference frequency 
from /REF to / R £ F ( 1 + k/M). Writing Eq. (8.24) for the input and output 
frequencies of the loop, we have 

/oui(') = MfREF + kfREh 1 -
yw2" exp(-£oV) 

m(tony/l - C2' + sin l Jl - £2) sin M(f). (8.40) 

Since the final value of the output frequency is (M + k)fREF- w e must calculate 
the time required for / o u t to be within (1 ± a)(M 4- /:)//?£/• where a is the 
settling accuracy. 

(1 ± a)(M + k)fREF = A f f a ^ + k/«£F 1 -
yr^7 expC-Cw,,^) 

i n (o j , ( yT- C2?s + sin"1 v"l - <2) sin (8.41) 

A sufficient condition for settling is that the exponential envelope decay to 
small values: 

k 
±a(M + k) = ^cxpj-S conts). (8.42) 

v/W1 

It follows that 

ts In 
^» M\a\y/l - $2 

(8.43) 
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For example, consider a typical synthesizer with /REF = 200 kHz. 
MfREF = 900 MHz, £ = x/2/2, and k = 128. For 10 ppm settling accu­
racy, the above equation yields t$ ^ 8.3/(£a>„); that is, the loop requires 8.3 
time constants to settle. In practice, the settling time is longer than the value 
predicted by (8.43). Recall from Section 8.2.3 that most charge-pump PLLs in­
corporate a second capacitor in parallel with the RC combination to suppress 
the disturbance on the VCO control line, especially if the reference spurs are 
to be minimized. Thus, the system is of third order, generally exhibiting slower 
settling to high precisions. For this reason, accurate simulations are required 
to calculate the settling time of the loop. 

Phase Noise Another drawback resulting from limited loop bandwidth 
is higher close-in phase noise at the output. As explained in Section 8.2.5, 
the phase noise of the oscillator is reduced by the feedback only within the 
bandwidth of the loop. For example, if the loop bandwidth of a GSM synthesizer 
is equal to 20 kHz, then phase noise components at frequency offsets greater 
than a few kilohertz experience little attenuation. This is a serious issue in 
MOS implementations because the upconverted 1 / / noise of the VCO is quite 
significant for offsets as large as several hundred kilohertz. 

The large division ratio required in typical RF synthesizers also intensifies 
the effect of the reference and phase detector noise within the loop bandwidth. 
For example, in IS-54, a division ratio of approximately 30,000 is required to 
generate a 900-MHz output from a 30-kHz reference. Consequently, at small 
frequency offsets the reference and PD noise floor is raised by 20 log 30000 "» 
90 dB [16]. 

8.3.2 Fractional-A7 Architecture 

In the integer-A7 architecture, the loop bandwidth is limited because the input 
reference frequency must be equal to the channel spacing. This, in turn, results 
from the property that the output frequency changes by only integer multiples of 
/REF- In "fractional-A7" synthesizers, on the other hand, the output frequency 
can vary by a fraction of the input frequency, allowing the latter to be much 
greater than the channel spacing. 

Before studying the fractional-Ar architecture, we make an observation. 
Suppose, as shown in Fig. 8.37(a), a pulse is removed every Tp seconds from 
a periodic signal x{t) that has a frequency f\. The resulting waveform. \{t). 
then exhibits fi.Tp — 1 pulses every Tp seconds, i.e., y(t) has an "average" 
frequency equal to f\ — l / 7 > . This method can be used to vary the average 
frequency of a signal by small steps. We should note, however, that \(t) is 
not a strictly periodic signal. In fact, \{t) can be viewed as the product of 
x{t) and a rectangular waveform r(t) with period Tp [Fig. 8.37(b)], displaying 
sidebands at / j ± k/Tp. The idea of removing pulses nevertheless proves 
useful in fine-step frequency synthesis. 
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Figure 8.37 (a) Periodic removal of a pulse from a periodic waveform, (b) removal viewed 
as multiplication by r(t). 

Figure 8.38(a) shows a simple phase-locked fractional-TV architecture. In 
addition to the PFD, LPF, and VCO, the loop incorporates a pulse remover, 
a circuit that blocks one input pulse upon assertion of the remove command. 
Since under locked condition the two frequencies presented to the phase de­
tector must be equal, the average output frequency of the pulse remover equals 
/REF^ and hence / o u t = JREF + V Tp. where Tp is the period with which the 
remove command is applied. Note that / o u t can vary by a fraction of /REF 
because the frequency fp = l/Tp can be derived from JREF by simple di­
vision. Provided by a crystal oscillator, JREF is typically limited to a few lens of 
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Figure 8.38 (a) Simple fractional-/V synthesizer, (b) use of divider in the loop. 
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megahertz. Thus, as shown in Fig. 8.38(b). fractional-/^ loops incorporate a 
divider in the feedback to generate high output frequencies. 

While the original fractional-Ar topology was based on the pulse re­
mover concept [17], modern implementations of this architecture operate on 
a somewhat different principle. Depicted in Fig. 8.39, such a synthesizer re­
places the pulse remover and the divider of Fig. 8.38(b) with a dual-modulus 
prescaler. If the prescaler divides by N for A output pulses (of the VCO) 
and by N + 1 for B output pulses, then the equivalent divide ratio is equal to 
(A + B)/[A/N + B/(N +1)] . This value can vary between N and N + 1 in 
fine steps by proper choice of A and B. The resulting modulus is sometimes 
written as N.f. where the dot denotes a decimal point and N and / represent 
the integer and fractional parts of the modulus. 

'REF' PFD LPF VCO 

f ( / V + 1 ) / N 

T 

-+-f. out 

Modulus Control 

Figure 8.39 Fractional- N synthesizer using a dual-modulus divider. 

As an example, consider the circuit in Fig. 8.40, where /REF = 1 MHz 
and N = 10. Let us assume the prescaler divides by 10 for 9 reference cycles and 
by 11 for one reference cycle. The total number of output pulses is therefore 
equal to 9x10+11 = 101, whereas the reference produces 10 pulses. In other 
words, the divide ratio is equal to 10.1 and /out = 10.1 MHz. 
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Figure 8.40 Example of a fractional-// synthesizer. 
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With /RF.F in the range of tens of megahertz, the loop bandwidth of a 
fractional- N synthesizer can be as high as a few megahertz, yielding a fast lock 
transient as well as suppressing the VCO close-in phase noise. Furthermore, 
the smaller division ratio lowers the effect of the reference and PD phase noise. 

Fractional Spurs Fractional-N synthesis suffers from a critical draw­
back: "fractional spurs." To understand the issue, let us examine the inputs 
and the output of the phase detector in Fig. 8.40. The analysis can be simplified 
if we first assume the VCO is disconnected from the LPF and its control voltage 
is set such that /OQ, = 10.1 MHz. As shown in Fig. 8.41, each of the first nine 
cycles of the divided signal is slightly shorter than the reference period. Con­
sequently, the phase difference between the reference and the feedback signal 
grows in every period of /REF- until it returns to zero when dividc-by-11 oc­
curs. Thus, the phase detector produces progressively wider pulses, creating a 
ramp waveform at the output of the LPF. 

From the above observation, we conclude that if the VCO output is to 
be equal to (TV + ct) }RFF* (e-g-> a — 0-1 in Fig- 8.40). then the output of the 
LPF will be a repetitive ramp waveform with a period l/(tt / i i£F)- If the loop 
were closed, such a waveform would modulate the VCO. creating sidebands at 
ajREF~ ^a.f RF.1- • e t c- vvith respect to the center frequency. Such sidebands are 
called fractional spurs. From another point of view, since the feedback signal 
is not strictly periodic and hence contains significant sidebands, the mixing 
operation in the phase detector translates the sidebands to the vicinity of zero 
frequency. 

It is interesting to note that if the loop is closed, the LPF output is no 
longer a linear ramp waveform: as this voltage increases, the VCO period 
decreases and hence the phase difference between JREF a n d /out grows faster 
than a linear function of time. 

The problem of fractional spurs is a serious one. Since the phase differ­
ence between the feedback and reference signals grows to significant values, 
the amplitude of the LPF output waveform is quite large, yielding fractional 
spurs typically only 20 to 30 dB below the carrier magnitude. Consequently, 
various methods of suppressing the spurs have been devised [17. 2]. 

Returning to Fig. 8.41. we note that the increment in the phase difference 
in every reference period is well defined. If / ( iu t = (N +ot)fR£F- Ihen the pe­
riod of the feedback signal is equal to ( l+a / iV) / r tEF , giving a phase increment 
of ce/[(N + or)/REF] (in seconds). In other words, the current pulse generated 
by the charge pump grows in width by a/[(N + a)/REF] seconds on every 
phase comparison instant. Thus, if another current pulse train with the same 
width and opposite sign is injected to the low-pass filter, the disturbance on the 
VCO control line can be minimized. This is called "fractional compensation." 

The above observation may suggest that the compensation current can be 
generated by simply a second charge pump driven by the same phase 
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detector. However, it is important to understand the ultimate goal of fractional 
compensation. In fact, the reader may wonder what each phase comparison 
accomplishes if the two currents injected into the filter exactly cancel each 
other. If that were the case, choosing a high reference frequency and hence 
comparison rate would not lower the close-in phase noise of the VCO. In reality, 
the pulse generated by the phase detector experiences small random variations 
in width, reflecting the phase noise of the oscillator. Thus, the compensation 
current must be derived from a stable, low-noise source rather than the output 
of the loop phase detector—so as to cancel only the deterministic component 
of the charge pump output. 

The principal shortcoming of fractional compensation is the inaccuracy 
resulting from mismatches. Since the amplitude and width of the compensation 
current suffer from a finite mismatch with respect to those of the main charge 
pump, a residual disturbance on the VCO control line remains. For this reason, 
external adjustments may be necessary [18]. 

Another approach to suppressing fractional spurs is to randomize the 
choice of the modulus such that the average division factor is still given by 
N + a, but individual division factors occur for only short periods of time. 
This technique in effect converts the systematic fractional sidebands to random 
noise (Fig. 8.42). The idea can be taken one step further by shaping the resulting 
noise spectrum such that most of its energy appears at large frequency offsets 
(Fig. 8.43). Thus, the noise in the vicinity of the divided carrier is sufficiently 
small and the noise at higher offsets is suppressed by the low-pass filler after 
the feedback signal is translated to dc by the phase detector. 

ToPD From VCO 

r^ro JL 
1 i(N*i)tN 

rREF 
Randomizer 

Figure 8.42 Randomization of modulus control to suppress spurs. 

The noise-shaping function required in the above scheme can be realized 
by means of a Z-A modulator [19]. Depicted in Fig. 8.44, the modulator 
generates a binary stream (in the case of dual-modulus divider) representing a 
well-defined average value accompanied by quantization noise. We perform a 
simple analysis to better understand the operation [19]. 

Suppose the divider has two moduli, N and N + 1, and must provide an 
average modulus equal \o N + a. With the binary modulus control, h(t), gen­
erated by the X-A modulator, the instantaneous division ratio can be written 
as N -f- b(t). where b(t) assumes a value of 0 or 1. Thus, the instantaneous 
frequency of xp(t) is ff(t) = /out/[N + bin]. The bit stream b(t) can be 
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Figure 8.43 Noise shaping in modulus control 

decomposed into an average value equal to a and quantization noise q{i). 
thereby yielding />(f) = fout/[N + a +q{i)]. It follows that the quantization 
noise in fp (t) is equal to 

nf{t) = fF{t) -
/< Oil! 

N + a 

/out qit) 
N + a N + a + q{t) 

(8.44) 

(8.45) 

Assuming q{t)/(N + a) <^1 and a <JC N. we find the power spectral density 
of the noise as 

Snf(f) = 
f2 

•' QUI 
Q(f)\ 

(N + a)2 N2 ' 
(8.46) 

where Q(f) is the spectrum of q(t) [19]. Thus, the quantization noise in the 
frequency of the feedback signal has the same spectral shape as Q(f). The 
I!-A modulator generates a well-defined shape for Q{f), concentrating the 
noise at high frequencies. 

Other fractional-N techniques are described in [20, 21]. 

ToPD 

xF(t) 

From VCO 

S(W+1)/W 'out 

t b(t) 

ZA 
Modulator 

Figure 8.44 Noise shaping by means of a E-A modulator. 
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8.3.3 Dual-Loop Architectures 

The relationship between the channel spacing and the reference frequency o 
integer-N phase-locked synthesizers can be altered by employing two or mor 
loops. In this section, we study two dual-loop topologies and their design issue; 

A straightforward approach to generating fine frequency steps is to aiL 
a variable low frequency to a fixed high frequency. Shown in Fig. 8.45, thi 
technique utilizes PLLi to generate the carrier frequency, fc, from a refereno 
JREFI and PLLT to produce increments equal to JREFI- Varying the divisioi 

REF1 

rREF2 

fc+ M /REF2 

Channel 
Selection 

(a) 

'REFI 

rREF2 

' o u t 

Channel 
Selection 

(b) 

Figure 8.45 (a) Dual-loop synthesizer, (b) implementation of (a). 
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ratio of PLL2 therefore yields the fine steps required in the output frequency. 
Note that JREFX can be several tens of megahertz. The addition of the two 
frequencies is performed by a single-sideband mixer (Chapter 7). 

The principal advantage of this architecture over single-loop integer-jV 
topologies is that the close-in phase noise of VCOi is suppressed by the wide 
loop bandwidth because J'REF\ >S much greater than the channel spacing. The 
phase noise of VCO2 can be much lower than that of VCOi because the former 
operates at a m uch lower frequency. From the analysis of phase noise in Chapter 
7, for the same power dissipation and at a given offset, the phase noise of VCO; 
is approximately equal to {MfllEFif'Ifc times the phase noise of VCOi. 

The primary drawback of the architecture shown in Fig. 8.45 is the need 
for accurate single-sideband mixing. As explained in Chapter 7, this requires 
precise generation of quadrature phases in both PLL] and PLL2. as well as low-
harmonic distortion for one of the frequencies to be added. Thus, it is difficult 
to ensure that sidebands resulting from mismatches and nonlinearities are 60 
to 70 dB below the carrier. 

Another issue is that the frequency of VCO2 must vary by a large factor: 
a ratio equal to the number of channels in the implementation of Fig. 8.45. 
Consequently, the VCO must achieve a wide tuning range. Furthermore, as the 
channel (i.e., the division ratio) changes, the loop gain and hence the damping 
factor of PLL2 vary substantially. This drawback can be alleviated if f2 has a 
large offset, i.e., f2 = fn + kfREF2, where /<j is a fixed value. 

Another dual-loop architecture is shown in Fig. 8.46(a). In contrast to the 
synthesizer of Fig. 8.45, in this circuit the SSB mixer is placed in the feedback 
loop. Thus, if the mixer produces the difference between /ou, and fj, we have 
/out = Mfj{EF\ + fi- An interesting property of this architecture is that 
the unwanted sidebands generated by the SSB mixer are suppressed if. after 
frequency division, their offset with respect to the desired sideband is greater 
than the bandwidth of the low-pass filter. This is illustrated in Fig. 8.46(b). 

8.3.4 Direct Digital Synthesis 

Our study of frequency synthesis techniques thus far has assumed a phase-
locking mechanism in the system so as to establish a precisely defined relation­
ship between generated frequencies and reference frequencies. Direct digital 
synthesis (DDS) is another approach to achieving the same goal, with certain 
advantages and disadvantages with respect to phase locking. 

The basic idea in DDS is to generate the signal in the digital domain and 
utilize D/A conversion and filtering to reconstruct the waveform in the analog 
domain. To understand the principle of operation, first consider the simple 
circuit depicted in Fig. 8.47(a). A counter counts from 0 to A7 in steps of unity. 
generating a digital ramp waveform. Each number generated by the counter 
is then used to select a value from the ROM that corresponds to a sample of 
a sinusoid. The result is subsequently converted to analog form and filtered to 
suppress high-frequency components. 
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Figure 8.46 (a) Dual-loop architecture with SSB mixing in the feedback, 
(b) suppression of sidebands. 

A. V 
Counter l£> ROM "J> DAC LPF 

CK J V 
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= > nnn >=> 

(b) 

Figure 8.47 (a) Simple digital synthesis of a sine wave, (b) increasing the output 
frequency by sampling fewer points. 
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Now suppose the output frequency must be varied while the clock has a 
fixed frequency JCK • We postulate that if the counter addresses fewer (evenly 
spaced) points of one cycle of the sinusoid, then the output frequency is higher 
and vice versa [Fig. 8.47(b)]. This is possible if the counter increments its 
output by a programmable step, P. Such a counter can be implemented as an 
accumulator (Fig. 8.48), where a parallel-in. parallel-out M-bit register drives 
an adder in a feedback loop. On every clock cycle, a value equal to P is added 
to YR. and the result is applied to the register, i.e., X/t(k) = Y^ik — 1) + P. 
This relation holds until the register overflows, at which point part of P appears 
as an increment in the new value of F/?, i.e., Xn(k) = YR(k — 1) + P modulo 
2<w. 

Adder 

YR 

& 

L ^ Register 

ROM 
^ > 

DAC LPF 

CK 

M Bits Wide 

Figure 8.48 Direct digital synthesis using an accumulator. 

Let us consider an example to better understand the above operation. 
Shown in Fig. 8.49 are the outputs of the accumulator and the ROM for M — 3. 
If the increment, P , is equal to 1 [Fig. 8.49(a)]. then as the register output goes 
from 000 to 111, one complete cycle of a sinewave is extracted from the ROM. In 
other words, each clock period increments the output phase by 2TT/8. Now, if P 
is increased to 2 [Fig. 8.49(b)], the accumulator overflows after 110, every other 
sample of the sinewave is read from the ROM, and the output phase changes 
in steps of 2TT/4. For P = 3, the accumulator output begins from 000 and 
overflows at 110, 111, and 101 in the first, second, and third cycles, respectively. 
Thus, as shown in Fig. 8.49(c), three cycles of a sinusoid are produced by eight 
uniformly spaced samples. Finally, for P — 4. four cycles of the sinusoid are 
generated by Nyquist-rate sampling [Fig. 8.49(d)]. 

From the above analysis, we infer that the frequency of the sinewave 
generated in Fig. 8.48 is 

/«" = P^T> (8-47> 

noting that P/2 need not be an integer. The minimum and maximum values 
of /om are equal to /CK/2M and /CK/2, respectively. 

The M-bit word applied to the ROM selects a value for the amplitude 
of the sinusoid. How many bits wide should the ROM output be? Since the 
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Figure 8.49 Waveforms in a 3-bit DDS. 

(d) 

ROM output approximates the amplitude, the number of bits determines the 
""quantization error" in the reconstructed sinewave. It is interesting to note 
that in DDS the ratio of fc'K ar |d ,/iun is a rational number. 2M/P, making 
the quantization error appear as a periodic additive term rather than random 
noise. In fact, a period equal to 2 //CK accommodates 2M clock cycles and 
P output cycles. Thus, for odd P the quantization error period is equal to 
2M/fcK and for even P, equal to 2M~J//CK~ where / denotes the power of 
2 in P. The resulting error waveform and its harmonics appear as spurs in the 
output spectrum. It can be shown that the worst-case power of these spurs 
relative to the signal power is approximately equal to 2 _ 2 ' ; - n / 3 [22], where it 
is assumed fc/c — 2/om- F° r k = \2 bits, the spurs are about 71 dB below the 
carrier. 

The foregoing discussion indicates that in typical RF applications, the 
ROM output must have a resolution in the range of 10 to 12 bits, imposing 
a lower bound on one dimension of the ROM. The other dimension of the 
ROM is determined by the phase steps required in generating the sinusoid. 
Equation (8.47) suggests that increasing M yields arbitrarily small steps in the 
output frequency—an important property of DDS. While the accumulator can 
be chosen to be relatively wide, the ROM may become prohibitively large. For 
example, if the widths of the accumulator and the ROM output words are 16 
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bits and 10 bits, respectively, then the ROM requires 216 x 10 ^ 6.55 x 105 

cells. For this reason, the accumulator may still be designed with a wide output 
word so as to provide fine frequency steps, but only a limited number of the 
most significant bits of this word are applied to the ROM. 

If the ROM phase steps are not as small as those in the accumulator, a 
"phase truncation error" corrupts the output sinusoid. This type of error is 
also periodic, resulting in spurs whose worst-case power with respect to the 
carrier is equal to (2 s - l 7r ) 2 , where B is the difference between the width of 
the accumulator output and the width of the ROM input [3], 

Various techniques have been devised to reduce the size of the ROM. For 
example, only one quarter of a period of the sinusoid can be stored because 
the other three quarters can be obtained by virtue of vertical and horizontal 
symmetry. Other ROM compression methods are described in [23]. 

Direct digital synthesis offers a number of advantages over phase-locked 
architectures: (1) Avoiding the use of an analog VCO, DDS achieves a low 
phase noise—roughly equal to that of the clock. Since the clock frequency 
need not be variable, it can be derived from a crystal oscillator by means of a 
wideband phase-locked loop. Thus, the clock phase noise can be acceptably 
low. (2) DDS provides fine frequency steps. Increasing the word length in 
the accumulator reduces the relative value of the phase increment, albeit at 
the cost of more complexity. (3) DDS exhibits much faster channel switching 
than PLLs because it entails no analog feedback loop. (4) DDS can provide 
continuous-phase channel switching at the output, an important property in 
some modulation schemes. (5) DDS allows direct modulation of the output 
signal in the digital domain. 

Despite the above features. DDS suffers from several drawbacks that have 
prevented its widespread use in the RF range. The primary issue is the speed: 
from Nyquist's sampling theorem, the clock frequency must be at least twice 
the desired output frequency. 1.8 GHz in a 900-MHz system. In fact, to relax 
the LPF rejection requirements fen is typically about three to four times / o u t . 
In today's VLSI technologies, it is difficult to perform the operations shown in 
Fig. 8.48 at such speeds, especially if power dissipation is critical. Even if the 
digital section can be realized with acceptable complexity and power drain, the 
DAC remains the speed bottleneck. The trade-offs among the settling time, 
harmonic distortion, spurious response, and power dissipation of the DAC 
prevent its use in the RF range. 

The low phase noise of DDS makes it attractive for use as the low-
frequency generator in the dual-loop architectures of Fig. 8.45 and 8.46, re­
placing the slower PLL. In this case, however, two issues must be considered. 
First, if the high-frequency VCO is on the same chip as the DDS circuits, the 
substrate and supply noise produced by the accumulator and the ROM may 
significantly corrupt the VCO output. Second, phase and gain mismatches in 
the SSB mixer still yield relatively large unwanted sidebands. 
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8.4 FREQUENCY DIVIDERS 

In the study of frequency synthesizers and quadrature generation techniques, 
we have seen the need for frequency dividers, also called prescalers. In addi­
tion to speed and power dissipation, the phase noise of dividers is also critical 
for it corrupts the feedback signal in synthesizers. While the phase noise of di­
viders has been studied to some extent [24], analysis of this effect in monolithic 
implemenations requires further work. 

In this section, we describe a number of divider topologies often used in 
RF systems. 

8.4.1 Divide-by-Two Circuits 

Divide-by-two circuits (DTCs) are widely used to produce quadrature outputs. 
Moreover, since they achieve a higher speed than dividers with other division 
factors, DTCs may follow a VCO in a phase-locked loop to lower the fre­
quency to a range that can be applied to a programmable divider with small 
steps. Illustrated in Fig. 8.50. this remedy proves useful if the output frequency 
is comparable with the maximum speed of the technology, that is, if the pro­
grammable divider cannot operate at /ou, but the DTC can. The drawback, 
however, is that JREF must be halved so as to yield the same output frequency 
step as a loop containing no DTC. 

rREF PD LPF VCO 

%M 

^ > 

- 2 

•+~f out 

Channel Selection 

Figure 8.50 PLL incorporating a divide-by-two circuit in feedback. 

As shown in Fig. 8.51(a), a divide-by-two circuit can be realized as two 
latches in a negative feedback loop. The implementation of the latches depends 
on the available type of transistors, but a current-steering topology consisting of 
a differential pair and a regenerative pair achieves a high speed in both bipolar 
and CMOS technologies [Fig. 8.51(b)]. Proper sizing of the transistors in this 
configuration results in a reasonable speed-power trade-off at gigahertz rates. 

The divider configuration of Fig. 8.51 (a) provides quadrature phases at X 
and Y only if CAT and CK are precisely complementary and the two latches 
match perfectly. Typical device mismatches result in phase imbalances as large 
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Figure 8.51 (a) Divide-by-two circuit, (b) implementation of each latch. 

is 5:. Moreover, if CK and CK are not exactly differential, additional phase 
mbalance arises. A common example occurs when the divider is driven by 
in oscillator incorporating an off-chip resonator. As such, the oscillator usu-
illy provides a single-ended output or heavily imbalanced differential outputs 
Tig. 8.52). At high speeds, it is difficult to balance such outputs by means 
}f additional differential pairs. Thus, the CK and CK phases applied to the 
divider still exhibit some phase mismatch. 

External out1 

Resonator 

H out2 

Figure 8.52 Oscillator with imprecise differential outputs. 

MOS current-steering latches can also be configured as shown in Fig. 8.53. 
However, the drain currents of the clocked transistors are not well defined, 
•esulting in unpredictable output swings. 

High-speed CMOS divide-by-two circuits can also incorporate dynamic 
atches. Figure 8.54 shows two examples. In the circuit of Fig. 8.54(a), the first 
;wo CMOS inverters operate as dynamic latches controlled by CK and CK. 
md the third inverter provides the overall inversion required in the negative 
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Figure 8.53 Aliernativc MOS latch topology. 

feedback loop. Figure 8.54(b) is a divider based on the true single-phase clock­
ing (TSPC) scheme [25]. achieving a high speed. The drawback of both these 
circuits is the lack of precise complementary or quadrature outputs. Other 
CMOS frequency division techniques are described in [26.27]. 
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Figure 8.54 Dynamic CMOS dividers using (a) inverters, (b) TSPC. 

A high-speed divide-by-two method originally proposed by Miller is il­
lustrated in Fig. 8.55 [28]. Employing a mixer and a low-pass filter in a feedback 
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loop, the circuit operates as follows. Upon multiplication of the input and out­
put signals, the mixer generates components at f-m + / o u , and / j n — / o u l . If the 
former is suppressed by the LPF but the latter is not, then / j n — /o u , = / o u t , 
and hence / o u t = fm/2. The simplicity of the feedback loop has allowed this 
topology to operate at speeds exceeding half of the fj of its constituent devices 
[29]. generally achieving the highest rate among all divider configurations. The 
Miller divider, however, is believed to suffer from substantial phase noise. 

'in <8H LPF 'out 

Figure 8.55 Miller divider. 

8.4.2 Dual-Modulus Dividers 

Most phase-locked synthesizers incorporate high-speed dual- or multimodu-
lus dividers. Such circuits divide the input frequency by one of the moduli 
according to a control input. 

A commonly used dual-modulus divider is a divide-by-2/3 circuit. We 
first consider a simple -j-3 circuit [Fig. 8.56(a)]. This divider employs two 
master-slave D-flipfiops together with an AND gate to create only three states: 
Q\Qi = 01,10, 11. The state <2i Q2 = 00 cannot occur (except at start-up) 
because it would require the previous values of Q2 and G to be ZERO and 
ONE. respectively, an impossible state. 
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Figure 8.56 (a) Divide-by-3 circuit, (b) Divide-by-2/3 circuit. 
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To convert the topology of Fig. 8.56(a) to a -=-2/3 circuit, we simply control 
Q\ by interposing an OR gate between the first flipflop and the AND gate. 
Shown in Fig. 8.56(b). this divider is configured as a -=-2 circuit when MC is 
high and a 4-3 circuit when MC is low. 

Divide-by-three circuits are generally much slower than their divide-by-
two counterparts. In the circuit of Fig. 8.56(a), for example, following the clock 
edge on which Qi must change, sufficient time must be allowed for the delay of 
G\ and the input stage of F F2 before the next clock transition. This can be seen 
in Fig. 8.57, where the transistor implementation of part of the circuit is shown. 
The signal delay is nearly twice that in a simple 4-2 circuit. Furthermore, in 
Fig. 8.56(a) the output of FF2 must drive the input capacitance of both G-\ and 
FF\. For these reasons, 4-3 circuits typically exhibit a maximum speed roughly 
half that of 4-2 circuits. 

Figure 8.57 Implementation of part of divider shown in Fig. 8.56(b). 

Dual-modulus dividers with other moduli can be designed with a -=-2/3 
or a 4-3/4 circuit serving as the core. For example, a 4-15/16 prescaler can 
be realized as depicted in Fig. 8.58. Here, FF\, FF7. G\, and G2 form a 
synchronous -=-3/4 circuit, dividing the clock frequency by four when MC is 
high and by three when both MC and MF are low. The asynchronous section 
consisting of FF3, FF4. and G3 divides the output of F F^ by four, and drives 
MF high when Q$ Q4 — 11, Thus, if M C is high, the overall circuit divides the 
input frequency by 16. If MC is low. the circuit avoids the state 0000 because if 
<23 g 4 = 00, the -4-3/4 circuit goes through only three states: 01.10,11. Note 
that the critical signal path in Fig. 8.58 now includes both G2 and G] , making 
the circuit slower than the divider of Fig. 8.56(b). 
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MC 

Figure 8.58 Divide-by-15/16 circuit. 

An important issue in employing both synchronous and asynchronous 
sections in Fig. 8.58 is potential race conditions when the circuit divides by 15, 
To understand the problem, first suppose FF3 and FF4 change their output 
state on the rising edge of their clock inputs. If MC is low, the circuit continues 
to divide by 16, that is, Q\ Q2 goes through the cycle 01, 11,10, 00 until both 
Qi and Q4 are low. As depicted in Fig. 8.59(a), Q\ Qi then skips the state 00 
after the state 10. Since from the time Qx goes low until the time Q\ Q2 skips 
one state, three CKm cycles have passed, the propagation delay through F F} 

and Gj need not be less than a cycle of CKm. 
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Figure 8.59 Delay budget in the circuit of Fig. 8.58 with FF3 and FF4 activated on 
(a) rising edge, and (b) falling edge of clock. 

Now consider a case where FFx and FF4 change their output state on the 
falling edge of their clock inputs. Then, as shown in Fig. 8.59(b), immediately 
after Q$ Q4 has fallen to 00, the -^3/4 circuit must skip the state 00, mandating 
that the delay through FF3, FF4, and G3 be less than half of a CKm cycle. 
This is in general difficult to achieve, complicating the design and demanding 
higher power dissipation. Thus, the first choice is preferable. 
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9 

POWER AMPLIFIERS 

Power amplifiers are typically the most power-hungry building blocks of RF 
transceivers. The design of PAs, especially for linear, low-voltage operation, 
remains a difficult problem, still defying an elegant solution. In practice, PA 
design has involved a substantial amount of trial and error—one reason why 
discrete or hybrid implementations of this circuit are favored. 

The goal of this chapter is to provide an understanding of the issues and 
challenges in PA design, particularly for portable applications. Following an 
overview of PA design considerations and operating classes, we study high-
efficiency topologies such as class E and F circuits. Next, we describe the prob­
lem of large-signal impedance matching and analyze linearization techniques. 
Finally, we consider several design examples to further solidify the concepts 
presented in the chapter. 

9.1 GENERAL CONSIDERATIONS 

As the first step in our study, we consider a transmitter that delivers 1 W of 
power to a 50-Q, antenna. The peak-to-peak swing, Vpp, at the antenna is 
then equal to 20 V and the peak current through the load equal to 200 mA. 
For a common-source (or common-emitter) stage to drive the load directly, the 
configurations shown in Figs. 9.1(a) and (b) require a supply voltage greater 
than VPP. However, if the current source in Fig. 9.1(b) is replaced with a 
large inductor [called a "radio-frequency choke" (RFC)], the supply voltage 
can be lowered by a factor of two because V^ can swing from approximately 0 
to 2 V[)E>. In essence, the RFC approximates a current source that can sustain 
both positive and negative voltages. While allowing a lower supply voltage, 
the use of an RFC does not relax the "stress" on the active device, i.e., the 
maximum drain-source voltage experienced by M\. Also, a VQD greater than 
10 V in this example still translates to a large number of batteries in portable 
systems. 

298 
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Figure 9.1 Common-source stages with different type of load connections. 

In order to deliver a power of 1 W to a 50-£2 antenna at lower supply 
voltages, a matching network can be interposed between the PA and the load 
[Fig. 9.2(a)]. For example, as shown in Fig. 9.2(b), a lossless transformer with a 
turns ratio of 1:4 converts a 5-V>/> swing at node X to a 20-Vpp swing at the 
output. From another point of view, the matching network transforms R^ to a 
smaller value such that the limited voltage swing provided by the PA can still 
deliver the required output power. 

RFC 

VlnH|i 

Matching 
Network 

1 : 4 

rr l l 50 Q 

16 " 

(a) (h) 

Figure 9.2 (a) Matching network as voltage amplifier, (b) use of a transformer as 
a matching network. 

The need for transforming the voltage swings means that the current 
generated by the PA must be proportionally higher. In the example of Fig. 
9.2(b). the peak current in the primary of the transformer exceeds 800 mA. 
Also, since M\ must sink the currents flowing through both the RFC and the 
transformer when Vx «* 0, the peak drain current is near 1.6 A. In practice. 
the efficiency may be less than 40%, implying a higher peak current through 
the output transistor. 

The enormous currents in the output device and the matching network 
are one of the difficulties in the design of power amplifiers and especially the 
package. If the peak current through the output transistor is several amperes, 
then the slew rate at 9(H) MHz is on the order of 10 A/ns. Thus, even a par­
asitic inductance of 10 pH causes a 100-mV reduction in the voltage swing. 
Furthermore, parasitic inductances can introduce various resonances and even 
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instability in the circuit. Similarly, a series resistance of a few tens of milliohms 
in the transistor, the RFC. or the matching network may result in a consider­
able loss. For these reasons, many layout and packaging issues that are usually 
unimportant in other analog and RF circuits become crucial in power amplifiers. 

It is interesting to note that, as with the input stage of LNAs, the output 
stage of PAs generally includes only one transistor, simply because the large 
currents would introduce much higher loss with more active devices in the 
signal path. 

Listed in Table 9.1 is the range of performance parameters available in 
PAs designed for portable systems. The efficiency of power amplifiers is defined 
by two metrics. The drain (or collector) efficiency, r). is equal to the power 
delivered to the load (usually at the first harmonic) divided by the power drawn 
from the supply. The power-added efficiency (PAE) is the difference between 
the input and output powers divided by the supply power. If the PA has a 
relatively large power gain, then r) ~ PAE. In addition to efficiency and, in 
some systems, linearity, the output spurs and harmonics of the PA must also 
satisfy the wireless standard and FCC constraints. 

TABLE 9.1 Typical PA performance. 

Output Power +20 to +30 dBm 
Efficiency 30% to 60% 
IMD -30 dBc 
Supply Voltage 3.8 lo 5.8 V 
Gain 20 to 30 dB 
Output Spurs and Harmonics —50 to —70 dBc 
Power Control On-Off or 1-dB Steps 
Stability Factor > 1 

The output spurs and noise of the PA in the receive band are also criti­
cal if the transceiver incorporates frequency-division duplexing with no offset 
between the transmit and receive time slots (Chapter 4). This is because the 
finite isolation between the two bands in the duplexer leads to a significant 
feedthrough of the PA output to the LNA input [26]. Calculated from the 
noise figure and gain of the power amplifier, the output thermal noise must 
typically fall below —130 dBm/Hz so as to introduce negligible noise at the 
input of the LNA. 

Another feature required of power amplifiers in digital wireless standards 
is the control of the output power. For example, in TDM A systems such as IS-
54 and GSM, the PA is turned on and off periodically to save power. Also, as 
explained in Chapter 4, in IS-95 the output power must be variable in steps of 
l d B . 
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9.1.1 Linear and Nonlinear PAs 

In Chapter 3, we explained why the linearity of PAs becomes important with 
certain modulation schemes, e.g., ;r/4-QP$K. The issue is spectral regrowth and 
ultimately adjacent channel power. For example, in IS-54, the total integrated 
power in the adjacent channel must be at least 26 dB below that in the main 
channel [1]. Furthermore, nonlinearity in a dynamic system may lead to AM-
PM conversion [2], corrupting the phase of the carrier. 

The nonlinearity of PAs is usually characterized by a two-tone test. As 
shown in Fig. 9.3, two equal-amplitude sinusoids with slightly different frequen­
cies are applied to the circuit, and the resulting intermodulation products are 
measured at the output. For adjacent channel interference, the third-order IM 
components are important and for alternate adjacent channel power, the filth-
order products. Manufacturers usually specify the relative magnitude of the 
largest IM product when the main components at the output are 6 dB below 
full power [3], For example, a 1-W power amplifier is characterized by adjust­
ing the input level such that each tone at the output is at +24 dBm (in a 50-ST2 
system). 

f t ; T \ U • 
CO r **. --- 0) 

IM5 

Figure 9.3 Two-tone test of a power amplifier. 

The two-tone method, however, is not a realistic test of the behavior of 
PAs in some applications because it may not accurately predict the adjacent 
channel interference when a randomly modulated signal such as T T / 4 - Q P S K 

is applied. For this reason, the linearity of PAs must usually be assessed by 
measuring the spectral regrowth in response to a modulated waveform. Nev­
ertheless, the two-tone test provides a rough measure that proves useful in the 
initial phases of the design. 

9.2 CLASSIFICATION OF POWER AMPLIFIERS 

Power amplifiers have been traditionally categorized under many classes: A, 
B, C. D. E, F, etc. [4]. An attribute of classical PAs is that both the input and 
output waveforms are considered sinusoidal. As we will see in Section 9.3. if 
this assumption is avoided, higher performance can be achieved. 

In this section, we briefly describe classes A through C, emphasizing their 
merits and drawbacks with respect to a portable environment. 
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9.2.1 Class A and B PAs 

Class A amplifiers operate linearly across the full input and output range. 
Among the three one-transistor amplifier configurations, the common-source 
(emitter) topology provides the highest efficiency: in common-gate (base) cir­
cuits, the output current equally flows through the input network, introducing 
a substantial loss, and in common-drain (collector) stages, a bias current in ad­
dition to the load current is required, lowering the efficiency by approximately 
a factor of 2. 

Shown in Fig. 9.4 are bipolar and FET versions of a class A amplifier. How 
do we define linear operation here? If the operating point of the transistor does 
not change ''significantly," then the circuit can be considered linear. But if the 
device is to deliver several amperes of output current, what bias current should 
be chosen to ensure sufficient linearity? This is where the definition of class A 
becomes vague. 

RFC 

X< 

Vln-Hfch 

'DO 

Bias 
Current 

Matching 
Network 
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Current 

•in 

Matching 
Network 

^ 

(a) (b) 

Figure 9.4 Class A stages using (a) MOS device, (b) bipolar transistor. 

The circuit of Fig. 9.4(b) can be driven by a current source so as to achieve 
a higher linearity owing to the weak dependence of fi upon the bias current [4J. 
For example, a transformer can convert the source impedance to a high value to 
approximate a current source [4]. The difficulty, however, is that the substantial 
base-emitter capacitance of the transistor shunts the input current, and the 
variation of this capacitance with the collector current, given by Co = gm^F, 
introduces nonlinearity. Another issue is that the collector-emitter breakdown 
voltage is lower when the base is driven by a high impedance. 

To calculate the maximum drain (collector) efficiency of class A ampli­
fiers, we note that (1) if the drain (collector) voltage in Fig. 9.4 is a sinusoid 
having a peak-to-peak voltage of approximately 2VDD, then the power deliv-
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ered to the matching network is equal to VjiD/{2R\n), and (2) for Vx to reach 
2Vpp. the RFC must provide a current of VDD/Rin. Since the RFC current is 
relatively constant, the power drawn from the supply equals VpD/R]n. Thus, 
the maximum efficiency is equal to 50%. 

The above calculation entails an interesting point. In Fig. 9.4, as Vx swings 
from 2 VDD to VOD to near zero, the current of the transistor varies from zero to 
2 VDD/ Rin. In other words, Vx can reach 2 VDD only if the transistor turns off; 
that is. the peak efficiency is 50% only if substantial nonlinearity is acceptable. 
This contradicts the general notion that class A stages are linear, leading to 
efficiencies less than 40% in practical designs. Class A stages are also said to 
have a "360 conduction angle" because they are on for the entire cycle. Note 
that the output stage dissipates maximum power when the RF input signal is 
zero. 

The efficiency of class A amplifiers at lower signal levels is also of interest. 
Recall from Chapter 4 that in IS—95. for example, the output power varies so as 
to save battery energy and minimize interference with other users. In the circuit 
of Fig. 9.4(a). if the transistor is biased at a current VDD/Rin, the power drawn 
from the supply is equal to VpD/Rm regardless of the power delivered to the 
load. The efficiency therefore decreases as rj — V0

2
ut/(2VjyD). Consequently, 

the bias current of the transistor must be reduced at low signal levels to conserve 
battery energy. 

Class B amplifiers achieve a higher efficiency than class A stages by incor­
porating two parallel sections each of which conducts for only 180 . A fam 
example is the push-pull stage of Fig. 9.5. commonly used in low-frequency 
power amplifiers [5]. Here, as Vjn becomes more positive, Q\ provides the 
output current, while Qi is nearly off. Similarly, as Vin drops, Q2 conducts 
while Q\ carries little current. Intuitively, we note that the efficiency is higher 
here because the supply current always flows through the load, whereas in the 
class A stage of Fig. 9.4, the supply current flows through only the transistor 
for part of the cycle. 

Figure 9.5 Push-pull output stage. 
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The lack of high-speed p-lype devices in most bipolar and FET tech­
nologies prohibits the use of the push-pull configuration of Fig. 9.5 in the RF 
range. Furthermore, the base-emitter voltages of Q\ and Qj limit the output 
swing, lowering both the available power and the efficiency. Alternatively, two 
n-type devices can be configured so as to sense a differential input and drive 
a differential-to-single-ended converter. Shown in Fig. 9.6 is an example [4], 
where the drain currents of M\ and Mj are combined by transformer T\, thus 
driving the single-ended load. 

Figure 9.6 Class B stage using a transformer. 

To compute the maximum efficiency of the class B stage shown in Fig. 
9.6, we note that the maximum voltage swing at X and Y is equal to 2 VDD and 
the equivalent resistance seen between each of the nodes and VDD equal to 
H2RL , where n is the transformer turns ratio. Thus, the total input power of T\ 
is given by P;n = VDD/{2n2Ri). Also, the average current drawn from VDD 
is given by 

2 fT/2 VDD 
/z>D,avg = - / -T—sin (otdt. (9.1) 

T Jo n-RL 

where the factor 2 accounts for the two half-sinusoidal currents pulled by M\ 
and A/2- It follows that /oD.avg = 2 V O D / ( ^ " 2 ^ L ) and hence the average 
power drain is Psupp = 2VPD/{7TH2RL). The maximum efficiency is therefore 
equal to r] = Pm/PsupP = x/4 % 79%. Note that this derivation assumes T] 
exhibits no loss. 

As their class A counterparts, class B amplifiers require substantial vari­
ation in the bias currents of the transistors in order to achieve the maximum 
efficiency, thereby facing severe linearity issues. It is interesting to note that 
class B stages such as the circuit of Fig. 9.5 are commonly employed in high-
performance audio power amplifiers because they can be embedded in a high-
gain feedback loop so as to minimize the distortion. In the RF range, on the 
other hand, it is difficult to achieve the same effect because a high loop gain 
typically necessitates multiple stages, leading to serious stability problems. 
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Another important drawback of the class B amplifier shown in Fig. 9.6 
is the need for a low-loss high-frequency transformer. The high currents flow­
ing through the primary of 7i can introduce considerable resistive dissipation, 
lowering the overall efficiency. A similar, but less severe problem exists in the 
single-ended to differential conversion required at the input of the circuit. 

We should point out that the term class B is also applied to half of the 
circuit shown in Fig. 9.6. i.e., a common-emitter (source) stage conducting for 
half of the cycle (180° conduction angle). Such a circuit is quite nonlinear, but 
its efficiency is still equal to jr /4 if the output voltage waveform is assumed to 
be a sinusoid. 

9.2.2 Class C PAs 

In the class B amplifier studied above, we noted that each transistor conducts 
for half of the carrier period. In class C stages, the output transistor is on for 
less than half cycle so as to improve the efficiency. 

The class A stage of Fig. 9.4 can be modified to operate in class C. Shown 
in Fig. 9.7, the circuit is biased such that Afi turns on if V„ > \Vh\ + VTH. 
where V̂  is a negative voltage. In other words, the transistor stimulates the 
output with a narrow current waveform in each cycle. The matching circuit 
usually includes some filtering to suppress the harmonics . 

'm( 
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RFC 

'HfcJM, 

Filtering/ 
Matching 

Signal 
Current 

,A A. 
Figure 9.7 Class C stage. 

The distinction between class C and one-transistor class B stages is in the 
conduction angle, 0. As 9 decreases, the transistor is on for a smaller fraction 
of the period, thus dissipating less power. For the same reason, however, the 
pow er delivered to the load also decreases. If the current drawn by the transistor 
is assumed to be a piece of a sinusoid and the output voltage a sinusoid with a 
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peak voltage equal to VQD, then the efficiency can be calculated as a function 
of 9. From [4], the efficiency is given by 

1 9 - sin 9 
n = . (9.2) 

varying from 50% for 9 = 360c (class A) to 79% for 9 = 180c (class B) to 
100% for^ = 0 (class C). 

The maximum efficiency of 100% is often considered a prominent feature 
of class C stages. However, another attribute that must also be taken into 
account is the actual power delivered to the load. From [4]. 

9 - sin 0 
Pom oc - — . (9.3) 

1 - cos(0/2) ; 

This quantity drops to zero as the conduction angle vanishes. In other words, a 
class C stage exhibits a high efficiency only if it delivers a fraction of the peak 
output power. For this reason, true class C is not suited to portable transceivers, 
where the efficiency at full output power is of greatest concern. 

9.3 HIGH-EFFICIENCY POWER AMPLIFIERS 

The main premise in class A, B, and C amplifiers has been that the output tran­
sistor current and voltage waveforms are sinusoidal (or a section of a sinusoid), 
thus limiting the efficiency of classes A and B and the output power of class C. In 
reality, the existence of higher harmonics in these waveforms can be exploited 
to improve the performance. 

Class A Consider the class A stage shown in Fig. 9.4. While our anal­
ysis in Section 9.2 assumed the drain current and voltage are sinusoidal, in 
practice the large-signal operation introduces some harmonics. Now suppose 
the matching network is designed such that its input impedance is low at the 
fundamental and quite high at the second harmonic. Then, the drain voltage 
exhibits sharper edges than a sinusoid does, raising the efficiency. This is be­
cause sharper transitions reduce the time in which the transistor carries a large 
current while sustaining a large voltage. 

It is interesting that the above modification need not increase the har­
monic content of the signal delivered to the load. The technique simply utilizes 
different termination impedances for different harmonics to make the drain 
voltage approach a square wave—although in practice the matching network 
becomes quite complex and lossy if it is to provide given impedances at more 
than one or two harmonics. 

As an example, consider the class A circuit shown in Fig. 9.8(a), where 
L\, C\, and C2 form a matching network that transforms the 50-£2 load to 
Zj = 9 Q 4- jQ at / = 850 MHz and Z2 = 330 Q + jO at 2 / = 1.7 GHz [7]. 
Figure 9.8(b) shows the simulated drain voltage. The circuit delivers a power of 
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Figure 9.8 (a) PA wilh high harmonic termination, (b) drain voltage waveform. 

2.9 W to the load with 73% efficiency and a third-order distortion of —25 dBc 
[7]. Other considerations for harmonic termination are described in [8]. 

Class E Class E stages are nonlinear amplifiers that achieve efficiencies 
approaching 100% while delivering full power, a remarkable advantage over 
class C circuits. Before studying class E PAs in detail, we first revisit the simple 
circuit of Fig. 9.2(a), shown in Fig. 9.9. 

RFC 

^ i n - H 

Matching 
Network 

Figure 9.9 Switching output stage. 

Suppose in this circuit the transistor operates as a switch, rather than a 
voltage-dependent current source, ideally turning on and off abruptly. Called 
a "switching power amplifier," such a circuit achieves a high efficiency if (1) 
M\ sustains a small voltage when it carries current, (2) M\ carries a small 
current when it sustains a finite voltage, and (3) inevitable transition times 
between on and off states are minimized [9]. From (1) and (3), we infer that 
the on-resistance of the switch must be very small and the voltage applied to 
the gate of M\ must approximate a rectangular waveform. However, even with 
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these two conditions. (2) may still be violated if when M\ turns on, Vx is high. 
Furthermore, in practice it is difficult to obtain sharp input transitions at high 
frequencies. 

It is important to recognize the fundamental difference between the PAs 
studied in previous sections and the switching stage of Fig. 9.9: in the former, 
the output matching network is designed with the assumption that the transis­
tor operates as a current source, whereas in the latter, this assumption is not 
necessary. If the active device is to remain a current source, then the minimum 
value of the drain (collector) voltage must be precisely controlled such that 
the transistor does not enter the triode region (saturation region in the case 
of bipolar devices). This requirement makes the efficiency a sensitive func­
tion of the supply voltage, the component values, and the Q of the matching 
network. Furthermore, the minimum voltage that the transistor must sustain 
translates to limited efficiency even if all of the devices and waveforms are ideal. 
By contrast, in switching amplifiers the minimum drain (collector) voltage can 
approach zero (although heavy saturation of bipolar devices results in other 
undesirable effects [9].) 

Class E amplifiers deal with finite input and output transition times by 
proper load design. Shown in Fig. 9.10, a class E stage consists of an output 
transistor M\, a grounded capacitor Ci, and a series network C^ and L\. The 
RFC has a high impedance at the frequency of operation and C\ includes the 
drain junction capacitance of M\ [9]. The values of C%, C%, L\, and RL are 
chosen such that Vx satisfies three conditions (Fig. 9.11): (1) as the switch 
turns off, Vx remains low long enough for the current to drop to zero, (2) Vx 
reaches zero just before the switch turns on, and (3) dVx/dt is also near zero 
when the switch turns on. We examine these conditions to understand the 
properties of the circuit. 

VDD 

' in 

RFC; 

Mi 

^ } 
c 2 

-W- -*v< out 

Figure 9.10 Class E stage. 

The first condition, guaranteed by Ci, resolves the issue of finite fall 
time at the gate of the transistor. Without C\, Vx would rise as Vjn dropped, 
introducing substantial power loss in M\ • 

The second condition ensures that the voltage across and the current 
through the switch do not overlap in the vicinity of the turn-on point, thus 
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dVx/dt 

(a) (b) 

Figure 9.11 Voltage and current waveforms in a class E stage. 

minimizing the power loss in the transistor even with finite input and output 
transition times. 

The third condition lowers the sensitivity of the efficiency to violations 
of the second condition. That is, if component or supply voltage variations 
introduce some overlap between the voltage and current waveforms, the effi­
ciency degrades only slightly because dVx/dt = 0 means Vx does not change 
substantially near the turn-off point. 

The implementation of the second and third conditions is less straight­
forward. After the switch turns off, the load network operates as a damped 
second-order system (Fig. 9.12) [9] with initial conditions across C\ and C2 and 
in L i, The time response depends on the Q of the network, appearing as shown 
in Fig. 9.12 for underdamped, overdamped, and critically damped conditions. 
We note that in the last case, V^ approaches zero volt with zero slope. Thus. 
if the switch begins to turn on at this time, the second and third conditions are 
met. 

X ?? 

£d 

-m-

Figure 9.12 Response of class E stage when the transistor turns off. 

Class E stages exhibit a trade-off between efficiency and output harmonic 
content. For low harmonic distortion, the Q of the output network must be 
higher than that typically required by the second and third conditions. Addi­
tional filtering can precede the load resistor, but at the cost of power loss in the 
filter [10]. 

Another property of class E amplifiers is the large peak voltage that the 
switch sustains in the off state, approximately 3.56V,po — 2.56Vs, where V^ is 
the minimum voltage across the transistor [9]. With VDD = 3 V and V$ — 200 
mV, the peak exceeds 10 V, demanding a high transistor breakdown voltage. 

For design equations of class E stages, the reader is referred to [9J. 
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Class F The idea of harmonic termination illustrated in Fig.9.8 for a class 
A stage can be extended to nonlinear amplifiers as well. If in the generic switch­
ing stage of Fig. 9.9 the load network provides a high termination impedance at 
the second or third harmonics, the voltage waveform across the switch exhibits 
sharper edges than a sinusoid, thereby lowering the power loss in the transistor. 
Such a circuit is called a class F stage [4,11]. 

Figure 9.13 shows an example of the class F topology. The tank consisting 
of L\ and C\ resonates at either 2fm or 3/jn, boosting the second or third 
harmonic at X. As can be seen in Fig. 9.13, the voltage across the switch 
approaches a rectangular waveform as the third harmonic becomes stronger. 
Interestingly, if the drain current of M\ is assumed to be a half sinusoid (i.e., half-
wave rectified sinusoid), then it contains no third harmonic. In reality, however, 
the waveform exhibits some third-order distortion because the transistor I/V 
characteristic notably deviates from a square law. 

C0± L2 i* 

Figure 9.13 Class F stage. 

If the drain current of the transistor is assumed to be a half-wave rectified 
sinusoid, it can be proved that the peak efficiency of class F amplifiers is equal 
to 88% for third-harmonic peaking and 85% for second-harmonic peaking [11]. 

9.4 LARGE-SIGNAL IMPEDANCE MATCHING 

Power amplifiers usually employ a matching network between the output tran­
sistor and the load. In a class A stage, if the transistor behaved as an ideal 
current source, the matching network would simply transform the load resis­
tance to a lower value while presenting no reactive components. In practice, 
however, the output impedance of the active device is finite, exhibits both real 
and imaginary parts, and varies with the output voltage and current. Thus, a 
nonlinear complex output impedance must be matched to a linear load. While 
we assume herein that the load is resistive and constant, in reality the impedance 
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of the antenna may both contain a reactive component and vary with the posi­
tion of the transceiver with respect to external objects. 

Before dealing with the task of nonlinear impedance matching, let us 
lirst consider a simple case where the transistor is modeled as an ideal current 
source with a linear resistive output impedance [Fig. 9.14(a)]. An apparent 
contradiction that occurs here is that the maximum power transfer theorem 
mandates that RL = RQ, whereas our treatment in Section 9.1 requires that 
Ri_ be transformed to a small value, i.e., typically RL <K RQ- Which choice 
is logical here? If RL = Ro, two problems arise. First, the power delivered 
to RL is equal to that dissipated in RQ. reducing the peak efficiency of a class 
A amplifier from 50% to 25%. In other words, maximum power transfer does 
not correspond to maximum efficiency. Second, if R[ is transformed to be as 
high as R0, the output power is quite small, unless a high supply voltage is 
used. For these reasons, in typical PAs, R[, <§; RQ-

I <FKlBi 
i 

(a) (b) 

(c) 

Figure 9.14 Modeling of device output impedance with (a) linear resistance, (b) 
linear resistance and reactance, (c) simple matching network for (b). 

In the next step, suppose, as shown in Fig. 9.14(b), the transistor output 
impedance contains linear real and imaginary parts. Note that since the output 
transistor is typically several millimeters wide, the magnitude of Xo at high 
frequencies is relatively small. The matching network must therefore provide 
a reactive component to cancel the effect of Xo. Fig. 9.14(c) illustrates a simple 
example where L\ cancels Co, and C\ and Li transform RL while resonating 
at the fundamental frequency. 

Now consider the general case of a nonlinear complex output impedance. 
A small-signal approximation of the impedance in the midrange of output volt­
age can be used to obtain rough values for the matching network components, 
but modifying these values for maximum large-signal efficiency requires a great 
deal of trial and error, especially if package parasitics must be taken into ac­
count. In practice, a more systematic approach called "'load-pull measurement' 
is employed. 
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In a load-pull test, the output power is measured and plotted as a func­
tion of the complex load seen by the transistor [12, 13]. Since a complex load 
requires two axes, the plot actually appears as constant power contours on a 
complex impedance plane, for example, a Smith chart. Figure 9.15(a) shows a 
conceptual setup for load-pull measurement. A variable, precisely calibrated 
tuner operates as a matching network, presenting various complex impedances 
to the transistor according to a control input. With the aid of an automated 
system, the real and imaginary parts of Z\ are gradually varied such that the 
power meter maintains a constant reading. The result is the contour corre­
sponding to that power level [Fig. 9.15(b)]. In practice, as Z\ varies so does 
Zjn, necessitating the use of a second tuner between the signal generator and 
the transistor such that the impedance seen by the generator remains constant 
(and usually equal to 50 Q). 

Signal 
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— * -

r < 
»-

r 
Tuner j — 1 

t 
Impedance 

Control 

Power 
Meter 

(a) 

Impedance 
Plot for 

Pi 

Impedance 
Plot for 

P 2 

<b) 

Figure 9.15 (a) Load-pull test, (b) power contours on a Smith chart. 

If the power delivered to the input is constant, the output power increases 
as Z\ approaches its optimum value, Zopt. This trend is accompanied by a 
narrower range for Zi, resulting in tighter contours and eventually a single 
impedance value. Zopt. as the output power reaches its maximum level, Pmax. 
In other words, the load-pull test systematically narrows down the values of Z\ 
so as to obtain both the maximum output power and the corresponding load 
impedance. Note the power contours also indicate the sensitivity of Pom with 
respect to errors in the choice of Z\. 
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The load-pull technique has been widely used in power amplifier design, 
although it generally requires a computer-controlled setup with extremely pre­
cise and stable tuners. This method, however, suffers from three drawbacks. 
First, the measured results for one device size cannot be directly applied to a 
different size. Second, the contours and impedance levels are measured at a 
single frequency and fail to predict the behavior at other frequencies. Third, 
since the load-pull algorithm does not necessarily provide peaking at higher 
harmonics, it cannot predict the efficiency and output power in the presence of 
multiharmonic termination. For these reasons. PA design using load pull data 
still entails some trial and error. 

In order to avoid complex test setups, the load-pull method can alterna­
tively be implemented in circuit simulations [13]. Similar to the above pro­
cedure, the load impedance is varied in small steps and constant power con­
tours are constructed, eventually providing the value of Zo p t . Here, too. the 
procedure is lengthy and cumbersome unless the load variation is automated. 
Furthermore, such a simulation requires precise modeling of transistors [14], 
in particular their output impedance, whereas SPICE models do not accuratelv 
represent the output impedance of devices at high frequencies and under large 
variations of voltage and current. 

9.5 LINEARIZATION TECHNIQUES 

The need for linear power amplifiers arises in many RF applications. As ex­
plained in Chapter 3, bandwidth-efficient modulation schemes such as filtered 
QPSK and . T / 4 - Q P S K require linear PAs to minimize spectral regrowth. Fur­
thermore, amplifiers that simultaneously process many channels may need to 
be linear enough to avoid cross modulation. This case occurs in "multicarrier" 
systems, for example, base station transmitters, cable television transmitters, 
and "orthogonal frequency-division multiplexing" (OFDM) applications [15]. 

At present, most linear PAs designed for portable devices employ a class 
A output stage and exhibit efficiencies around 30% to 40%. To achieve a higher 
efficiency, it is possible to begin with a nonlinear PA and apply linearization 
techniques to the circuit. In the ideal case, this approach lowers the overall 
distortion to acceptable levels without significantly degrading the efficiency. 

The linearization techniques described in this section have occasionally 
been utilized in complex, expensive RF and microwave systems, but they have 
not yet found their way into low-cost portable terminals. "This is because such 
methods generally complicate the design, require various adjustments, and be­
come less effective as device characteristics change with the temperature and 
output power. Nevertheless, a basic understanding of these techniques and 
their limitations proves useful in PA design, especially as IC technologies af­
ford higher levels of reproducible sophistication than is possible in discrete 
realizations. 
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An important drawback of many linearization methods is that they re­
quire some linearity in the PA core, i.e., they are not effective if the output 
transistor operates as an ideal switch. This issue is explained below. Further­
more, each technique is suited to only some classes of amplifiers. 

9.5.1 Feedforward 

A nonlinear power amplifier generates an output voltage waveform that can be 
viewed as the sum of a linear replica of the input signal and an error signal. A 
feedforward topology computes this error and, with proper scaling, subtracts 
it from the output waveform [16]. Shown in Fig. 9.16(a) is a simple example 
where the output of the main PA, VM, is scaled by 1/Ay, generating VV The 
input is subtracted from V^, and the result is scaled by A y and subtracted from 
VM. We note that if VM = Ay Vm + V&, where Vp represents the distortion 
content, then Vy = Vjn + Vp/Ay, yielding V> = Vp/Ay, VQ = Vp, and 
hence Vout = Ay Vjn. In practice, the two amplifiers in the circuit exhibit 
substantial phase shift at high frequencies, mandating the use of delay lines 
[Fig. 9.16(b)] such that Ai compensates for the phase shift of the PA and A2 
for that of the error amplifier. The two paths leading from V-In to the first 
subtracter are sometimes called the "signal cancellation loop." and the two 
from M and P to the second subtractor, the "error cancellation loop." 

The advantage of feedforward topologies over feedback methods is in­
herent stability even with finite bandwidth and substantial phase shift in each 
building block. This is particularly important in RF and microwave circuits be­
cause inevitable poles and resonances at frequencies near the band of interest 
make it difficult to achieve stable feedback. 

Feedforward linearization nonetheless suffers from several shortcomings. 
First, the implementation of the analog delay elements requires passive devices 
such as microstrip lines, with the power loss of A2 being especially critical. 
Second, the output subtractor must be realized using a low-loss component, e.g., 
a high-frequency transformer [17]. Third, the amount of linearization depends 
on the gain and phase matching of the signals sensed by each subtractor. It 
can be shown [17, 18] that if the two paths from Vin to the inputs of the first 
subtractor exhibit a phase mismatch of A0 and a relative gain mismatch of 
AA/A, then the suppression of the magnitude of the IM products in Vout is 
given by 

E = J 1 - 2 ( 1 - ) cos A0 + [ 1 + (9.4) 

As an example, if AA/A = 5% and A0 = 5C, then E = 0.102, i.e., feed­
forward lowers the IM products by approximately 20 dB. The phase and gain 
mismatches in the error correction loop further degrade the performance. 
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Figure 9.16 (a) Simple feedforward topology, (b) addition of delay elements. 

The concept of feedforward can be extended to "nested loops" [19], 
wherein the topology of Fig. 9.16(b) is utilized as the main PA within another 
feedforward system. Of course, such a configuration is much more complex. 

9.5.2 Feedback 

While local and global feedback techniques are extensively used in high-speed 
circuits, they cannot be easily applied to RF power amplifiers. This is because, 
for a heavily nonlinear PA, a high loop gain must be achieved, a difficult task at 
high frequencies if loop instability due to various poles and resonances in the 
circuit is considered. Package parasitics, large transient currents, and inevitable 
feedback resulting from capacitive or magnetic coupling make power amplifiers 
prone to oscillation at different frequencies even without explicit feedback. 

The two issues related to feedback, namely, insufficient gain and excessive 
phase shift, can be alleviated if most of the loop gain is obtained at low frequen­
cies. In a transmitter, this is possible because the waveform processed bv the 
PA in fact originates from upconverting a baseband or IF signal. Thus, if the PA 
output is downconverted, it can be compared with the original low-frequency 
signal in a negative-feedback loop. The concept is illustrated in Fig. 9.17(a). 
where the frequency translation required between the error amplifier A\ and 
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Figure 9.17 (a) Feedback by frequency translation, (b) Cartesian feedback. 

the PA is performed by the two mixers. In other words, the loop attempts to 
make Vp& a replica of Vjn. but at a different carrier frequency. Since the total 
phase shift through the mixers and the PA at high frequencies usually exceeds 
180", the excess phase, 0. is added to one of the LO signals so as to ensure 
stability. 

In transmitters incorporating upconversion of both I and Q signals, the 
PA output must be decomposed into quadrature phases before it is compared 
with the inputs [Fig. 9.17(b)]. In this form, the technique is called '"Cartesian 
feedback" [20]. 

Cartesian feedback has not become a popular solution in portable sys­
tems. The added complexity resulting from the feedback demodulator and 

/ 
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error amplifiers increases the power dissipation and cost of discrete imple­
mentations (but it presents much less trouble in IC design). Moreover, the 
necessary value of 8 in Fig. 9.17 varies with temperature, process parameters, 
and the output power level, making it difficult to guarantee stability. 

9.5.3 Envelope Elimination and Restoration 

As mentioned in Chapter 3, any bandpass signal can be represented as v(t) — 
a(t)cos[coct + 0(?)L that is. by an envelope a(t) and a phase <p{t). This 
observation leads to the idea of decomposing v(t) into an envelope signal 
and a phase-modulated signal, amplifying each separately, and combining the 
results at the end. 

Illustrated in Fig. 9.18(a), the concept is called "envelope elimination and 
restoration" (EER) [21]. The input signal drives both an envelope detector 
(in the simplest case a diode detector) and a limiting stage, thus producing the 

3 ( f ) 

(a) 

M r ) 

bit) 

Matching 
Network 

Figure 9.18 (a) Envelope elimination and restoration, (b) implementation of the 
output stage. 
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envelope a (f) and the phase-modulated component b(t) = hocos[coct + <p(t)]. 
These signals are subsequently amplified and combined in the PA, as shown in 
Fig. 9.18(b). If transistor M\ operates as a switch, then the current flowing 
through the RFC is a function of ka{t), thereby modulating the amplitude of 
the signal produced by M\. Note that envelope restoration is not possible if 
M\ is a current source because a linear, time-invariant combination of ka(t) 
and 7 D I ( 0 cannot produce modulation. 

The principal advantage of EER over feedforward and feedback tech­
niques is that it requires no linearity in the PA core, allowing the output stage 
to be designed for maximum efficiency. However, it suffers from other draw­
backs. 

First, the mismatch between the total phase shift and gain of the two paths 
in Fig. 9.18(a) must be maintained below an acceptable level, a difficult task 
because the two paths employ different types of circuits operating at vastly 
different frequencies. Second, limiters incorporating active stages such as dif­
ferential pairs exhibit substantial AM-to-PM conversion at high frequencies 
(Chapter 7), corrupting the phase of b{t) in Fig. 9.18(a). Third, using ka{t) 
as the supply voltage of the output stage degrades the efficiency. For example, 
consider the topology shown in Fig. 9.19(a), where the error amplifier A \ forces 
Vx to track ka(t). Since the entire supply current of the PA output stage flows 
through Mj, this transistor dissipates a considerable amount of power. For this 
reason, the switching regulator of Fig. 9.19(b) is preferable. Here, the error 
amplifier controls the duty cycle of an oscillator that switches Mi between on 
and off states, ensuring that the average value of Vx equals ka(t). Neverthe­
less, Mi must be an extremely wide device to dissipate negligible power in the 
on state. (Recall from calculations of Section 9.1 that resistances as low as a 
few tens of milliohms can significantly degrade the efficiency.) Also, C\ must 
be large enough to provide the supply current when Mi is off. 

Another undesirable effect in Fig. 9.18(b) is the variation of the drain 
junction capacitance of M\ with ka(t). As a result, the phase of the signal 
produced by M\ is corrupted by the envelope component. 

9.5.4 LINC 

An interesting approach to avoiding amplitude variations in a PA system is 
"linear amplification with nonlinear components" (LINC) [22, 23]. Illustrated 
in Fig. 9.20, the idea is that a bandpass signal V\n(t) = a(t) cos[coct + 0 (f)] can 
be expressed as the sum of two constant-amplitude phase-modulated signals, 
Vi(t) = 0.5Vo sin[coct+<p(t)+8(t)] and v2(t) = -0.5VQsin[(oct + 0 ( / ) - $ ( t ) ] , 
where 0(f) = sin_1[a(f)/V0]- Thus, if Vt(t) and u2(f) are generated from 
vm(t), amplified by means of nonlinear stages, and subsequently added, the 
output contains the same envelope and phase information as in V\n(t). 
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Figure 9.19 Modulation of the PA output by (a) a low-frequency feedback 
amplifier, (b) pulse-width modulation. 

Realization of V](t) and v2(t) from v-in(t) requires substantial complex­
ity, primarily because their phase must be modulated by 0(t), which itself is a 
nonlinear function of a{t). The use of nonlinear frequency-translating feed­
back loops has been proposed [22, 24], but loop stability issues such as those 

Figure 9.20 Linear amplification using nonlinear stages. 



320 Chap. 9 Power Amplifiers 

in Fig. 9.17 limit the applicability of these techniques. Another approach [25] 
considers V\(t) and ifc(f) as 

Vi(t) = vi(t)cos(cvct + 4>) + VQ(t)sm(a>ct + (j>) 

v2(t) = -v/{t)cos(coct + <p) + VQ(t)sin(a)ct + 4>), 

(9.5) 

(9.6) 

where vj(t) = a(t)/2 and Ug(f) = JV0
2 —a2(t)/2. Since the nonlinear 

operation required to produce Vg(t) can be performed at low frequencies 
(using either analog techniques or a look-up ROM), this method can simply 
employ quadrature upconversion to generate v\ (t) and viit). 

In addition to complexity, LINC must deal with two other important is­
sues. First, gain and phase mismatch between the two signal paths in Fig. 9.20 
results in residual distortion [25J. Second, the output adder introduces signifi­
cant loss because it must achieve a high isolation between the two PAs. While 
it may seem that the adder can assume a simple form such as that shown in 
Fig. 9.21, we note that if M\ and M2 operate as switches, then the two phase-
modulated signals corrupt each other's phases. 

Figure 9.21 Addition of the outputs of two PAs. 

9.6 DESIGN EXAMPLES 

Most power amplifiers employ a two-stage configuration, with matching net­
works placed at the input, between the two stages, and at the output (Fig. 
9.22). Since the output stage typically exhibits a power gain of less than 10 dB, 
a high-gain driver is added so as to lower the minimum required input level. 
For example, if the PA must deliver +30 dBm (1 W), the circuit of Fig. 9.22 
may provide a gain of 25 to 30 dB, allowing the input to be in the range of 0 to 
+5 dBm. The choice of the minimum input level depends on the driving ca­
pability of the preceding stage—the modulator or the upconverter—but since 
PAs and modulators are often designed independently (and perhaps by dif­
ferent manufacturers), the interface power value of 0 to +5 dBm has become 
quite common. 



Sec. 9.6 Design Examples 321 

' In ' 

N. 

Matching 
Network 

Driver 

> 

N. 

Matching 
Network 

Output 
Stage 

> 

N, 

Matching 
Network 

Figure 9.22 TypicaJ PA system. 

The input and output matching networks in Fig. 9.22 serve different pur­
poses: N\ provides a 50-ft input impedance, while N$ amplifies the voltage 
swings produced by the output stage so as to deliver the required power to RL. 
The 50-S2 input impedance is necessary if the PA is designed as a stand-alone 
circuit that interfaces with the preceding circuit by means of external connec­
tions. Also, if a passive external filter is interposed between the modulator and 
the PA to suppress out-of-band harmonics and interferers, then the termination 
impedances seen by the filter must be equal to a standard value, 50 Q.. to avoid 
passband ripples or instability. 

The matching network between the driver and the output stage in Fig. 
9.22 is incorporated for practical reasons. Since the design usually begins with 
load-pull measurements on the output transistor, the source impedance that 
this device must see for maximum efficiency is determined when the design of 
the output stage is completed. Thus, the driver must present such an output 
impedance, often necessitating a matching network. The use of Ni allows a 
modular design: first the output stage, next the driver, and last the interstage 
matching, with some iteration at the end. Without Nj, the driver and the output 
stage must be treated as a single circuit, substantially complicating the design 
procedure. 

Power amplifiers still lie in the realm of TII-V technologies, particularly 
GaAs MESFETs, and recently. GaAs and InP heteroj unction bipolar transis­
tors (HBTs). The higher product of the cutoff frequency and the breakdown 
voltage of III-V devices, the high mobility—and hence large current drive per 
unit width—and high-quality inductors and capacitors on semi-insulating sub­
strates have made III-V technologies the dominant choice for high-efficiency 
PA design. It is not clear whether mainstream submicron CMOS processes can 
achieve a comparable performance, but they are under study for short-range 
applications such as local area networks. 

Shown in Fig. 9.23 is an example of a 900-MHz MESFET power amplifier 
developed in a hybrid technology [27]. Using a 5.6-V supply, the circuit operates 
in class AB and delivers approximately +36 dBm. The design procedure begins 
with the output stage. From load-pull measurements, it is determined that for 
the dimensions chosen for Mi the optimum load resistance equals 4 Q.. The 
two-cell output matching network transforms the 50-£2 load to this value: cell 
A produces R\n\ = 10 Q. and cell B yields /?jn2 = 4 Q. 
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Figure 9.23 Power amplifier reported in [27]. 

The output stage exhibits an input resistance, /fjn3. of 2.7 £2 and requires 
an input power of +23 dBm so that A/2 enters deep triode region. The in­
terstage matching network transforms /?;n3 to Rin4 = 53 Q. presenting the 
optimum load resistance to the driver for a power level of +23 dBm at a sup­
ply voltage of 5.6 V [27]. The input matching network is designed in con­
junction with large-signal simulation of the input impedance of M\, providing 
Rin5 = 5 0 Q . 

While designed for a 5.6-V supply, the power amplifier of Fig. 9.23 delivers 
a reasonable performance even with a 3.3-V supply: an output power of +31.5 
dBm and an efficiency of approximately 50% [27J. 

Figure 9.24 shows another example of a 900-MHz PA design [10]. Im­
plemented as a fully monolithic circuit in an 0.8-/xm GaAs technology, the 
amplifier consists of a class F driver and a class E output stage. The driver 
incorporates two tanks in series, one tuned to the first harmonic and the other 
to the third, thus providing an approximation of a square wave at node X and 
hence shortening the switching transition times of M2-

Unlike the class E stage of Fig. 9.10, the circuit of Fig. 9.24 employs a 
finite value for the load inductance of M2, obviating the need for an external 
component but at the cost of more complex design [28]. The output network 
consists of the basic class E network and a parallel-series matching circuit, 
presenting the optimum load resistance to Mi- In reality, the two sections are 
designed as a single filter to relax the trade-offs between the loss and the Q of 
the transfer function. 

Operating from a 2.5-V supply, the power amplifier delivers an output 
power of 250 mW with a PAE of approximately 50%. Interestingly, the power 
loss in the output matching network is about 1.5 times that in the output tran­
sistor [10]. 
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Figure 9.24 Power amplifier reported in [10]. 

Figure 9.25 shows a PA designed to operate in a dual-mode 900-MHz 
AMPS/CDMA system [29]. Shunt resistive feedback in each stage enhances 
the stability and linearizes the PA for CDMA operation. In the AMPS mode, 
the output stage operates with minimal quiescent current, thus achieving an 
efficiency of 55% while delivering +31.5 dBm. The output power and efficiency 
drop to +28 dBm and 35%, respectively, in the CDMA mode. 

Vin^m^M 

m^H\-

Figure 9.25 Power amplifier reported in [29]. 
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Analog modulation. 57-63 
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frequency modulation (FM), 58-63 
phase modulation (PM), 58-59 
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B 
Balanced circuits. 14 
Band selection. 120 
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CMOS technology, 9-10 
Co-channel interference (CCI), 99-100 
Code-division multiple access (CDMA), 
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direct-sequence CDMA, 107-10 

and power control, 109-10 
Qualcomm CDMA, 114-16 
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Coherent detection, 72-73 
Coherent detection schemes, 72-73 
Colpitts oscillator, 210-12, 218-19, 227 
Constant-envelope signals, 90-91 
Control path, noise in, 222-24 
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Cross-modulation, 17 

DC-free coding, 132 
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Delay spread, 102-3 
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Detection, 55-56 

coherent/noncoherent, 72-73 
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conversion gain, 182-83 
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noise in mixers, 194-200 

qualitative analysis, 195-98 
quantitative analysis, 198-200 
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transceivers, 155-56 
Dynamic systems, 14 
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(EER), 317-18 
Even-order distortion, homodvne receivers, 

136-37 
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fractional-N architecture, 277-33 
integer-N architecture, 270-77 

See also RF synthesizer architectures 
Friis equation, 45-46 

Family of time functions. 29 
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Flicker noise, 38 
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Frequency-division multiple access 
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Frequency modulation (FM), 58-63 • 
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dual-modulus dividers. 293-95 

general considerations. 247-49 
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basic PLLs. 249-58 
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frequency multiplication. 269 
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phase noise at input, 266-67 
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direct digital synthesis. 285-89 
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H 
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Hartley oscillator, 210-12,227 
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High-side injection, 126 
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I/Q mismatch. 133-36 
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123-26 
Image-rejection ratio (IRR), 142 
Image-reject receivers, 138-46 

Hartley architecture, 139-44 
Weaver architecture, 144-46 
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Input-referred noise, 38-39 
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loop bandwidth, 273-77 
phase noise, 277 
reference spurs, 271-73 

Interleaving, 103 
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Imermodulation, 17-22 
Interpolative oscillators, 231-33 
Intersymbol interference (ISI). 25-28 

reducing, 26-27 
I/Q mismatch, homodyne receivers. 133-36 

LC tank, 207, 217-18 
Leeson's equation, 221-22 
Level diagram, 202-3 
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components), 318-20 
Linear power amplifiers, 301 
LNAs, See Low-noise amplifiers (LNAs) 
Load pulling. 226 
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CMOS LNAs, 178-80 
general considerations, 166-70 
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Low-side injection, 126 
Lucent Technologies GSM transceiver, 
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Marconi, Guglielmo, 1 
M-ary signaling, 64 
Matched filter, 69-70 
Mean square power. 31 
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Minimum shift keying (MSK). 87-90 
Mixers, See Downconversion mixers 
Mixer spurious response. 188 
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frequency modulation (FM), 58-63 
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bandwidth, 56 
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demodulation/detection, 55-56 
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binary and M-ary signaling, 64 
binary modulation. 74-81 
coherent and noncoherent detection, 

72-73 
matched filter, 69-70 
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quadrature modulation. 81-90 
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general considerations, 54—56 
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noncoherent detection. 93-95 
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FSK, 93-94 
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Modulation, {continued) 
power efficiency, 56, 90-93 

constant-Zvariable-envelope signals, 
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spectral regrowth, 91-93 
Monolithic inductors. 233-35 
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Multipath fading, 100-102 
Multiple access techniques, 103-10 

code-division multiple access (CDMA), 
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frequency-division multiple access 
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time-division multiple access (TDMA), 
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Narrowband FM. 60 
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Noise, 3 7 ^ 8 
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noise figure, 39-43 
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shot noise. 38 
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Noncoherent detection, 72-73, 93-95 

differential phase shift keying (DPSK), 
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Nonlinearity, 22-25 
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effects of, 14-22 
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intermodulation, 17-22 
and time variance, 11-25 

Nonlinear power amplifiers, 301 
Normal distribution, 32 
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One-sided spectrum, 35 
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of a rectangular pulse, 71 
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Orthogonal frequency-division multiplexing 
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mechanisms, 220-24 
noise in control path, 222-24 
noise-power trade-off, 224 
noise in signal path, 220-22 
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Q of an oscillator, 217-20 
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quadrature signal generation, 236-44 
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RC-CR network, 236-39 
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Oscillators, (continued) 
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ring oscillators, 235-36 
single-sideband generation. 243-44 
voltage-controlled oscillators (VCOs), 
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PA/antenna interface, transmitter architec­
tures, 152-54 
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Passive impedance transformation. 50-52 
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Phase-locked loops (PLLs). 247. 249-69 

basic PLLs: 
loop dynamics in locked state. 254-58 
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noise in signal path, 220-22 
oscillator pulling/pushing, 225-27 
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and RF communications. 215-17 
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Philips GSM transceiver. 162-63 

Philips UAA2080T pager receiver, 158-59 
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Pilot lone, 114 
PLLs, See Phase-locked loops (PLLs) 
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Power amplifiers (PAs), 298-325 
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design examples, 320-23 
general considerations. 298-301 
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feedforward. 314-15 
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spectral regrowth. 91-93 

Power spectral density (PSD). 33-36 
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Quadrature modulation. 81-90 
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quadrature phase shift keying (QPSK), 
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Quadrature signal generation. 236-44 
Havens' technique, 239-43 
RC-CR network. 236-39 

Qualcomm CDMA. 114-16 
frequency/time diversity, 115-16 
power control. 114-15 
soft handoff. 116 
variable coding rate, 116 

Raised-cosine filtering, 28 
Raised-cosine signaling, 27-28 
Rake receivers, 114-15 
Random processes. 28-37 

denned, 29-30 
and noise, 28-48 
power spectral density (PSD), 33-36 
probability density function (PDF), 

31-33 
random signals in linear systems, 36 
random vs. deterministic signals, 29-30 
statistical ensembles, 30-31 

Rayleigh distribution, 102 
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digital-IF receivers, 146-47 
heterodyne receivers. 122-29 
homodyne receivers, 129-38 
image-reject receivers, 138-46 
subsampling receivers, 147-49 

See also Transceiver architectures 
Reciprocal mixing. 215 
Reference spurs, 271-73 
Relaxation oscillator, 236 
Resonatorless VCOs, 235-36 
Return loss. 168 
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bottleneck, 4-6 
complexity comparison, 2-4 
design tools, 5-6 
dynamic range (DR), 49-50 
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intersymbol interference (ISI), 25-28 
reducing. 26-27 

multidisciplinary field, 4-5 
noise. 3 7 ^ 8 

input-referred noise, 38-39 
noise figure, 39-43 
noise figure of cascaded stages, 43^46 
noise figure of lossy circuits, 46-48 
shot noise, 38 

nonlinearity: 
cascaded nonlinear stages, 22-25 
cross-modulation, 17 
desensitization and blocking. 16-17 
effects of. 14-22 
gain compression, 15-16 
harmonics, 15 
intermodulation. 17-22 
and time variance, 11-25 

passive impedance transformation, 
50-52 

random processes, 28-37 
defined. 29-30 
power spectral density (PSD), 33-36 
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31-33 
random signals in linear systems. 
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random vs. deterministic signals. 

29-30 
statistical ensembles, 30-31 

sensitivity, 48-49 
RF design hexagon, 5 
RF electronics. 9 
RF identification systems (RF IDs), 6 
RF synthesizer architectures, 269-89 

direct digital synthesis (DDS), 285-89 
dual-loop architectures, 284-85 
fractional-TV architecture, 277-83 

fractional spurs, 280-83 
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phase noise, 277 
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See also Frequency synthesizers 
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Sample function, 30 
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Sensitivity, 48-49 

transceivers, 155-56 
Shift-by-90, 138 
Shot noise, 38 
Sidebands, 61 
Signal constellations, 66-68 
Signal path, noise in, 220-22 
Signal space, 66 
Signal-to-noise ratio (SNR). 39-40 
Silicon bipolar technologies, 9-10 
Single-balanced mixers, 185-87 

noise figures, 183-84 
Single-sideband generation. 243^4 
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Spurs, 271-73 
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Subsampling receivers, 147-49 
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Time-division duplexing. 103-5 
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Motorola MC3362. 157-58 
Philips DECT transceiver, 159-61 
Philips GSM transceiver, 162-63 
Philips UAA2080T pager receiver, 
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dual-IF topology, 127-29 
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image frequency, 123-26 
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channel selection. 130-31 
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even-order distortion, 136-37 
flicker noise, 137-38 
I/Q mismatch, 133-36 
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soft handoff, 116 
variable coding rate, 116 

WLANs, 6 


